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GIRIS

Kiiresellesme bugiiniin is ortaminda bir¢ok zorluklar1 beraberinde getirmistir. Endiistri
Devrimi'nden bu yana, pazar hizli bir sekilde genislemis ve rekabetci pazarda ayakta kalabilmek icin
sirketlerin daha biiyiik rekabet avantaji kazanmasi1 gerekmistir. Ayrica, internet donemi, gevrimigi
rekabet piyasasina yol acan tiiketicilere ¢cevrimici alisveris getirmistir. Sonug olarak, rekabet avantaji elde
etmek icin sirketler, miisterilerini tutmalarini ve yenilerini ¢gekmelerini saglayacak daha iyi bir miisteri
memnuniyet orani almaya yonelmislerdir (Petelina, 2016: 2). Gilintimiiz is ortaminin giderek daha
rekabetci hale gelmesi bir¢ok sektordeki bir¢ok sirket igin biiytiik bir baski yaratmistir. Boyle bir ortamda,
sirketlerin yeni {iriinler tasarlamanin ve iiretmenin yollarin: siirekli aragtirmasi ve bu iirtinleri verimli ve
etkili bir sekilde dagitmasi gerekmistir. Uzun yillar boyunca sirketler, imalat islemlerinde ve diger
islemlerde ortaya ¢ikan maliyetleri azaltma ¢abalarina odaklanmiglardir. Dagitimi inceleyen ve maliyet
azaltmada onu son sinir olarak kabul eden ¢ok sayida sirket vardir.

Lojistik bir sistemde, dagitim maliyeti genellikle en yiiksek tek giderdir ve bu genellikle depolama,
stok ve siparis isleme gibi maliyetlerden daha yiiksektir. Dagitim, hizli iicret ve navlun enflasyonu,
nakliye maliyetlerinde 6nemli bir artis ve diizenleme, envanter tasima maliyetinin yiiksek olmasi ve
petrol piyasasi belirsizlikleri nedeniyle yonetimin dikkatini ¢ekmistir. Tedarik, iiretim, dagitim,
depolama, envanter ve bilgi sistemleri énemli lojistik fonksiyonlardir. Bunlar arasinda dagitim tiim
lojistik sistemde O6nemli bir fonksiyondur ve tedarik zincirindeki iireticiler ve miisteriler arasindaki
anahtar baglantidir. Ayrica, dagitim bir sirkette karliligin en biiyiik itici giiclidiir, ¢linkii hem lojistik
maliyeti hem de miisteri deneyimi iizerinde dogrudan bir etkiye sahiptir. Dolayisiyla, sirketler genel
lojistik ve tedarik zinciri maliyetlerini azaltma hedefine ulasmak, dagitim maliyetlerini diisiirmek igin
cesitli yaklagimlar benimsemistir. Uriin ozellikleri, kalite ve fiyat miisteriler icin 6nemli faktorler
olmasina ragmen, lojistik ve tedarik zinciri performansi bir sirketin basarisinin anahtaridir.

Bir dagitim aginin iyi bir tasarimu ile diisiik isletme maliyetinden yiiksek miisteri hizmeti seviyesine
kadar degisen bir dizi lojistik ve tedarik zinciri hedefine ulasilmaktadir. Giintimiiz rekabetci is
diinyasinda, maliyet, kalite, verimlilik ve miisteri hizmetleri seviyesinin boyutlar1 artik bir sirket igin
degismez. Ayni anda dikkate alinmalar1 gerekir. Bu hedeflere ulasmak icin, tiim dagitim agini en uygun
sekilde yeniden tasarlamak kritik 6neme sahiptir ve ¢ogu zaman gereklidir (Yang, 2013: 1). Lojistik
sisteminin temel islevi olan dagitim, dogrudan son miisteriler ile baglantilidir. Dagitim fonksiyonunun
performansi ve hizmet seviyesi, sirketlerin lojistik maliyetini ve miisterinin tiim lojistik hizmet icin
memnuniyet seviyesini dogrudan etkilemektedir. Dagitimin ana pargasi, dagitim araglarinin
smiflandirilmast ve dagitimi gerceklestirmesi ve mallarin takviye edilmesi stirecidir. Bunlar arasinda,
araglara yonelik dagitim rotalarinin makul bir sekilde optimizasyonu, tiim lojistik tasimaciligin hizi,
maliyeti ve verimliligi agisindan son derece 6nem arz etmektedir. Ulasim maliyetinin, lojistik merkezin
maliyetinin ¢ogunu igerdiginden ve sehir i¢i ulasimin son yillarda kalabaliklasmasmdan dolayi, dagitim
araglarinin glizergahini optimize etmenin 6nemi desteklenmektedir. Lojistik dagitim merkezleri, nakliye
maliyetini etkin bir sekilde azaltmay1 amacladigindan dagitim araglarinin rotasi ve program planlamasi
¢ok onemli operasyon kararlaridir ve bu tiir kararlar ara¢ rotalama problemi olarak adlandirilmaktadir
(Ding ve Zou, 2016: 956).
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Mal ve hizmetlerin verimli bir sekilde dagitilmas: giinliik faaliyetlerin merkezinde yer almaktadir.
Bu dagitim sorunlar1 genellikle araglarin rotalanmasim igerir ve bir okul otobiisii, bir yerlesim
mahallesinin sokaklarinda dolasan ¢op kamyonu, ayda bir kez miisterisinin sayaclarini okuyan bir
elektrik sirketi ya da bir mahalledeki tiim evleri ziyaret eden postact gibi faaliyetler dagitim problemi
olarak ele alabilir. Bu faaliyetlere katilan araglarin toplam maliyeti ¢ok biiytiik olabilir ve bu araglar:
miimkiin oldugunca verimli bir sekilde yonlendirmek 6nemlidir. Ancak, bu tiir sorunlara etkin ¢oziimler
gelistirmek, son derece zor oldugu kamitlanan bir birlesimsel optimizasyon sorununu ¢ézmemizi
gerektirir. Bu tiir sorunlar, ilk kez Dantzig ve Ramser tarafindan 1959'da tanitilmis ve son elli yilda
ylizlerce ¢calisma yaymlanmaisgtir.

Klasik ARP’de, homojen bir arag filosu ve her miisterinin bilinen bir talebi oldugu bir dizi miisteri
yeri verilmistir. Gorev, tim miisterilerin talebini karsilayacak minimum maliyette bir rota seti
olusturmak ve ayrica bireysel rotalarin arag¢ kapasitesine ve rota uzunlugu kisitlamalarina uymasinu
saglamaktir. ARP'nin ifade edilmesi basit ve anlasilmasi kolay olmasina ragmen pratikte ¢oziilmesi ¢ok
zor olan bir problemdir (Groer, 2008:1). Problemde, bir dizi kisitlama g6z oniine alindiginda, bir dizi
miisteriye hizmet vermek iizere bir arag filosuna en uygun rotanin tasarlanmas: amaglanmigtir. ARP’ler
¢ok sayida ¢esidi olan problem tiiriidiir. Bunlar, gereken hizmetin kalitesine, tasinan mallarin,
miisterilerin ve araglarin 6zelliklerine gore formiile edilir (Kumar ve Panneerselvam, 2012: 66).

ARP'nin bir uzantis1 olan ZPARP, NP-zor kombinatoryal optimizasyon problemi smifina ait
oldugundan bu problemlerin makul bir siire igerisinde kesin ¢oziimii ¢ok zordur. Bu nedenle bu tarz
problemlerin ¢oziimiinde genellikle sezgisel yontemler tercih edilmektedir. Uygun bir ¢oziime
ulagsmanin yeterli olmadigi, ancak ¢6ziim kalitesinin kritik oldugu durumlarda, pratik olarak kabul
edilen stire icinde miimkiin olan en iyi ¢oziimleri elde etmek igin etkili prosediirlerin arastirilmasi 6nem
kazanmaktadir. Genellikle gercek hayat verilerinin karmasiklig: ile birlikte miisteri sayisi, sorunun tam
olarak ¢oziilmesine izin vermez. Bu durumlarda sezgisel ve metasezgisel yontemler kullanilabilir. Bu
yontemler en iyi ¢oziimii garanti etmezler. Yaklasgim algoritmalar1 igin en kotii durum sapmasi
bilinmesine ragmen sezgiseller icin bilinen bir sey yoktur. Ancak tipik olarak ¢ok iyi performans
gosterecek sekilde ayarlanabilirler. Gilintimiizde ZPARP'nin ¢6ziimiinde benzetimli tavlama, tabu
arama, genetik algoritma gibi meta-sezgisel yontemler basarili bir sekilde kullanilmaktadir (El-Sherbeny,
2010: 123-124).

ZPARP’de biiyiik veri setlerinin kesin yontemlerle ¢oziilmesinin ¢ok uzun zaman almas: ¢ogu
aragtirmacilar sezgisel ve meta-sezgisel yontemlere yoneltmistir. Probleme daha kisa siirede ve en
uygun ¢oziimiin bulunmasinda daha etkili olan bu metotlar literatiirde oldukg¢a 6nemli bir yere sahip
olmustur ve olmaya da devam etmektedir. Bu calisma kapsaminda, problemin kisitlamalarindan olan
arac kapasitelerini, seyahat siiresi kisitlamalarini ve miisteriler tarafindan belirlenen zaman penceresini
kisitlamalarini ihlal etmeden tiim miisterilere minimum maliyetle (seyahat mesafesi vb.) hizmet etmeleri
icin araglara uygun rotalar1 bulmak amaciyla yapay ar1 kolonisi algoritmasi ve ates bocegi algoritmasi
Onerilmigtir.

Calismanin birinci béliimiinde lojistik ve lojistik yonetimi konular1 ele alinmaktadir. Lojistigin
tanimu, tarihsel gelisimi, lojistik yonetiminin tanim1 ve 6nemi gibi konulara bu boliim kapsaminda kisaca
deginilmistir. Ikinci boliimde ARP ile ilgili kavramlar incelenmistir. ARP'nin tamimy, tarihsel gelisimi ve
cesitleri, KKARP'nin tanimi ve matematiksel modeli, ZPARP'nin tanimi ve matematiksel modeli,
ZPARP’nin ¢oziimiinde kullanilan yontemler ile ilgili literatiir arastirmas: bu kisimda ele alinmistir.
Calismanin {igiincii boliimiinde ¢alisma kapsaminda kullanilan meta-sezgisel yontemler olan yapay ar1
kolonisi, ates bocegi algoritmalar1 agiklanmis ve belirtilen probleme bu yontemlerin uyarlanmasi
anlatilmistir. Dordiincti  boliimde yapilan deneysel ¢alismalar ile gelistirilen yOntemlerin
karsilastirmalar1 sunulmustur. Son boliimde ise yapilan ¢alisma 6zetlenmis ve ¢alisma ile ilgili sonug ve
Onerilere yer verilmistir.
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BiRINCi BOLUM

LOJISTIK VE LOJISTIK YONETIMI

Bugiiniin global pazarlarinda artan rekabet, dmrii kisa iiriinlerin pazara sunulmas: ve miisteri
beklentilerinin yiiksek olmasi, {iretim isletmelerini yatinm yapmaya ve lojistik sistemlerindeki
stratejilerini gelistirmeye yoOneltmistir. Mobil iletisim ve bir gecede teslimat gibi iletisim ve ulasim
teknolojilerindeki degisiklikler, lojistik sistemlerin yonetiminin gelisimine katki saglamistir. Bu
sistemlerde, {iriinlerin fabrikalarda iiretimi gerceklestikten sonra muhafaza edilmesi i¢in depolara, daha
sonra aract kuruluslara veya nihai miisterilere sevki gerceklestirilir. Bu sevk siiresince maliyeti minimum
ve hizmet kalitesini yiiksek diizeyde tutmak igin lojistik stratejileri lojistik agindaki cesitli seviyelerin
etkilesimlerini gozoniinde bulundurmalidir. Dagitim agy, {irtin ya da hizmetlerin tedarikgilerden
miisterilere dogru akisim1 kapsayan ve bu siire¢ igerisindeki iiretim merkezleri, depolar, dagitim
merkezleri ve perakendeci satis noktalarimin yamni sira, hammadde, siire¢ i¢i envanter ve tesisler
biitiintinden olusmaktadir (Bramel ve Simchi-Levi, 1997: 1).

Kuruluglara deger yaratmanin ve miisterilere teslim etmenin yeni yollarin1 bulmaya yonelik
baskilarin giderek daha da giiglenir hale gelmesi, geleneksel olarak kullanilanlardan daha verimli lojistik
sistemleri gelistirme ihtiyacin1 dogurmustur. Ayrica etkin bir lojistik yonetimi sayesinde firmalarin
maliyet azaltma ve hizmet iyilestirme gibi hedeflerini 6nemli 6lglide gerceklestirecegine dair artan bir
goriisiin olmasi lojistik yonetimine olan ilgiyi de arttirmistir (Rego ve Alidaee, 2005: 3). Giderek daha da
artan oneme sahip olan lojistik ve lojistik yonetimi ile ilgili kavramlara ¢alismanin bu béliimiinde yer
verilmistir.

Lojistigin Tanimi

Lojistik kavramy, is ortamindaki degisiklikler gibi faktorlere cevap olarak zaman iginde gelismistir.
Grunnet (BTRE 2001), 1950'lerde envanterin, 1960'l1 yillarda dagitimin, 1970’lerde tiretimin, 1980’lerde
satin alma / {iretim / satisin ve 1990’1lardaki is siirecinin belirtilen yillarin dikkat ¢eken terimleri oldugunu
ileri stirmiistiir. Lambert ve arkadaglar1 1998 yilinda “herhangi bir organizasyondaki lojistigin temel
amacinin kurumun miisteriye olan hizmet hedeflerini etkin ve verimli bir sekilde desteklemektir.”
oldugunu belirtmistir.

Lambert ve Stock (1993) lojistik yonetimini, “Miisteri gereksinimlerini dikkate alarak,
hammaddelerin, mamul mallarin, siireg ici envanterin ve amaca yo6nelik bilgilerin {iretim noktasindan
tiikketim noktasina uygun maliyetli akisin1 ve depolanmasinmi planlama, uygulama ve kontrol etme
stirecidir.” seklinde tanumlamistir. Lojistik yonetiminin ana vurgusu verimliliktir. Broeke vd. (1989),
hammaddelerin alimindan bitmis {iriinlerin miisteriye teslimine kadar satin alma, tasima ve depolama
faaliyetlerinin organizasyonu, planlamasi, uygulamasi ve kontroliiniin lojistik oldugunu belirtmistir
(Tseng, 2004: 14-15).

1
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Lojistik, genel olarak mallarin bir yerden digerine hareketi olarak bilinmektedir. Daskin (1985),
lojistigi “mallarin zaman ve mekanin iistesinden gelmesine izin vermek icin gerekli olan fiziksel, yonetsel
ve bilgi sistemlerinin tasarimi ve ¢alismasi” olarak tanimlamistir. Lojistik Yonetimi Konseyi tarafindan
ilan edilen bir diger tanim ise:

“Miisterilerin ihtiyaclar1 dogrultusunda hammaddelerin, mamul mallarin, siire¢ ici envanterin ve
ilgili bilgilerin ¢ikis noktasindan tiiketim noktasina kadar etkin, uygun maliyetli tasinmasini ve
depolanmasini planlama, uygulama ve kontrol etme siirecine lojistik denir.” seklindedir (Chiu, 1995: 5;
Elzarka, 2010: 50).

Lojistigin anlami, 6nemi ve igerigi ve hatta onu neyin olusturmasi gerektigi hakkinda ¢ok sey
yazilmig, ancak bu konudaki tartismalar hentiz tamamlanmamistir. Calismaya deger bir disiplin olarak,
lojistik nispeten geg gelismistir ve bu nedenle de nispeten geng bir bilimsel disiplindir. Bu ytlizden bugiin
hala lojistik tanimi konusunda bazi siipheler s6z konusudur. Elbette, ayni kelimelerin ayni sirada
kullanilmas1 gerektigi anlaminda tek bir tanim beklenilmesi s6z konusu degildir. Tekdiize tanim,
oncelikle lojistik unsurlari ile alt boltimleri arasindaki iliskiyi agikliga kavusturmak yerine, bir disiplin
olarak lojistik cercevesini verecektir. Giiniimiizde endiistri ve ticaret basta olmak iizere bircok sektorde
lojistik sektoriiniin 6nemi artmaktadir. Lojistik, tiim malzemenin entegre yoOnetimini ve tedarik
malzemelerinin nihai tiiketiciye kadar olan gecisi sirasinda tedarikgilerin ilgili bilgi akisini ele alan bir
bilim olarak kabul edilir. Birlestirilmis lojistik tanimi1 olmasa da yazarlarin ¢ogu bu tanimin olabilecegi
konusunda hemfikirdir. Farkli iilkelerden ve kitalardan gelen konular iiretim ve is diinyasiyla
biitiinlestiginde, ozellikle cagdas kiiresel ortamda, malzeme ve bilgi akisinin énemi ve hacmi artar.
Malzeme ve bilgi akisini basarili bir sekilde yonetmek igin, hacmi ve yapisi ile ilgili iyi bir genel bakisa
sahip olmak gerekir (Kukovic vd., 2014: 111-112).

Son tanimlarin ortak noktasi olarak lojistik, miisterileri memnun etmek ve rekabet kazandirmak
icin, tiretim, satis siireci ve atik bertarafinin basindan sonuna kadar malzeme ve mallarin tasinmasi ve
islenmesi siirecidir. Tilanus’a gore lojistik, miisteri ihtiyaglarim ve isteklerini 6nceden belirlemek; bu
ihtiyaclar ve istekleri yerine getirmek igin gerekli olan sermayeye, materyallere, insanlara, teknolojilere
ve bilgilere sahip olma; miisteri taleplerini yerine getirmek i¢in mal veya hizmet {ireten ag1 optimize etme
ve miisteri taleplerinin zamaninda karsilamak icin agdan yararlanma stirecidir. Basit¢ce sdylemek
gerekirse lojistik, miisteri odakli operasyon yonetimidir (Tseng vd., 2005: 1658).

Lojistigin Tarihsel Gelisimi

Sermaye calismasi “Lojistik Sistemleri”, tiim insan faaliyetlerini sentezlemis ve her birinin ayr1 bir
lojistik alt sistem oldugunu gostermistir. Ayrica, "lojistik" kelimesinin kaynagi, onun dogusunun, on
sekizinci ytlizyildaki buhar motorununicadi ile zamansal olarak iligkili oldugu goriisiine dayanmaktadir.
Bu nedenle, lojistik kavraminin dogusu, sanayi devrimi ile dogrudan iligkilidir, ancak tiretim ve ticaret
olgusu daha eski zamanlara dayamir. Su anda yaygin olan goriis, lojistik kavraminin ilk kez Isvigre
General Baron de Jomini (1779 —1869) tarafindan kullanildigidir. Lojistik kelimesinin her ikisi de Fransiz
kokenli olmak iizere iki tip versiyonu vardir. {lk "logistique", "Marechal de Logis" askeri riitbesinden
tiiretilmistir ve askeri destek birliklerinin Orgiitlenmesi anlamina gelir. Digeri mekansal bir askeri
organizasyon anlamina gelen “loger” dir. Ondokuzuncu yiizyilin sonunda, lojistik terimi Amerika
Birlesik Devletlerine gelmis ve askeri literatiir, askeri destek hizmetleri bilimi, yani birliklere ulagim ve
tedarik anlaminda “lojistik” terimini benimsemistir. Ikinci Diinya Savasi'nda, “lojistik” terimi, miittefik
birliklerin donatiminda ve tedarik edilmesinde, planlama ve yonetim siireciyle iligkili olarak
kullanilmistir (Tepic vd., 2011: 379).

Dagitim ve lojistik unsurlari, elbette, mal ve iiriinlerin imalati, depolanmasi ve taginmas: icin her
zaman temel olmustur. Bununla birlikte, dagitim ve lojistigin is ve ekonomik ¢evrede hayati islevler

12



Zaman Pencereli Arag Rotalama Probleminin Gelistirilmis Yapay Art Kolonisi ve Ates Bocegi Algoritmalari lle Coziimii

olarak kabul edilmesi ancak nispeten yakin zamanda olmustur. Lojistigin rolii degisti, ¢linkii artik bircok
farkli operasyon ve organizasyonun bagarisinda énemli bir rol oynuyor. Oziinde, lojistik i¢in temel
kavramlar ve mantik yeni degildir. Dagitim ve lojistigin gelisiminde birkag farkli asama olmustur.

1950’lerden once lojistik kesfedilmemisti. 1950°1i yillar ve 1960’11 yillarin basinda dagitim sistemleri
plansiz ve formiile edilmemis durumdaydi. Ureticiler iiretmis, perakendeciler perakende satisi yapmis
ve bir gekilde iiretilen {irlinler magazalara ulasmistir. Dagitim, genel olarak tasimacilik endiistrisi ve
iireticilerin kendi hesap filolar1 tarafindan temsil edilmistir. Cok az pozitif kontrol vard: ve dagitimla
ilgili gesitli fonksiyonlar arasinda gergek bir baglant: yoktu (Tseng vd., 2005: 1660; Rushton vd., 2010: 5-
6).

1960’11 yillar ve 1970’li yillarin basinda 'karanlik kita'nin gercekten de yonetimsel katilim igin gegerli
bir alan oldugunun kademeli olarak anlasilmasiyla fiziksel dagitim kavrami gelistirilmistir. Bu, nakliye,
depolama, malzeme tasima ve paketleme gibi birbirine baglanabilecek ve daha etkin bir sekilde
yonetilebilecek bir dizi birbiriyle iliskili fiziksel aktivitenin oldugunun kabul edilmesiyle
gerceklestirilmistir. Ozellikle, bir sistem yaklagimi ve toplam maliyet perspektifinin kullanilmasini
saglayan cesitli fonksiyonlar arasinda bir iliskinin oldugu kabul edilmistir. Bir fiziksel dagitim
yOneticisinin gozetimi altinda, hem gelismis hizmeti hem de diisiik maliyeti saglamak icin bir dizi
dagitim zorlugu planlanabilir ve yonetilebilir olmustur. Baslangi¢ faydalar, iiriinlerinin tedarik zinciri
boyunca akisini yansitmak i¢in dagitim operasyonlarini gelistiren {ireticiler tarafindan fark edilmistir
(Rushton vd., 2010: 6).

1970’li yillar, dagitim kavramimin gelistirilmesinde o6nemli bir on yil olmustur. Biiyiik
degisikliklerden birisi de, baz1 sirketlerin, bir organizasyonun fonksiyonel yonetim yapisina dagitimi
dahil etme ihtiyacini tespit etmesi olmustur. On yilda dagitim zincirinin yapisi ve kontroliinde degisiklik
goriilmiistiir. Ureticilerin ve tedarikgilerin giiciinde bir diisiis yasanmis ve biiyiik perakendecilerde
inanilmaz derecede artis meydana gelmistir. Daha biiyiik perakende zincirleri, baglangigta magazalarin
tedarik etmek icin bolgesel veya yerel dagitim depolarna dayanan kendi dagitim yapilari
gelistirmistir. 1970’lerden itibaren, giderek daha fazla lojistik uygulamasi ve arastirmasi ortaya ¢ikmustir.
1973 yilinda petrol fiyatlarindaki artis nedeniyle lojistik faaliyetlerin isletmeler tizerindeki etkileri
artmistir. Pazarin yavas biiyiimesi, ulasim kontroliiniin serbest birakilmasi ve tiglincii diinyanin iirtin ve
malzemeler iizerindeki rekabetleri, o zamanlar lojistik sistemin planlama ve is tizerindeki 6onemini
artirmistir (Rushton vd., 2010: 6; Tseng vd., 2005: 1660).

1980'li yillarda oldukca hizli maliyet artislari ve gercek dagitim maliyetlerinin daha net
tanimlanmasi, dagitimdaki profesyonellikte 6nemli bir artisa katkida bulunmustur. Bu profesyonellik ile
uzun vadeli planlamaya dogru bir adim atilmis ve maliyet tasarruf yontemlerini belirleme ve takip etme
girisimleri olmustur. Bu onlemler arasinda merkezi dagitim, stok tutmada ciddi diistisler ve gelismis
bilgi ve kontrol saglamak igin bilgisayarn kullanimi yer almistir. Ugiincii taraf dagitim hizmeti
endiistrisinin biiytimesi de biiyitk 6nem tasimis; bu sirketler bilgi ve donanim teknolojisindeki
gelismelere onciiliik etmislerdir. Sirketler, organizasyonlariin igindeki ve disindaki fiziksel akisi
yonetmek ve koordine etmek icin birbirleriyle anlasmaya basladilar. Entegre lojistik sistemleri kavram
ve ihtiyaci, dagitim faaliyetlerine katilan ileriye doniik sirketler tarafindan taninmistir ( Rushton vd.,
2010: 6-7; Ezzat vd., 2019:2) .

1980’lerin sonlarinda ve 1990’larin basini kapsayan donemde, bilgi teknolojisindeki ilerlemelere
bagh olarak, orgiitler biitlinlestirilebilecek islevler agisindan bakis acilarini genisletmeye baslamistir.
Kisacas1 bu, malzeme yOnetiminin (gelen taraf) fiziksel dagitimla (giden taraf) birlestirilmesini
kapsamistir. Bu kavrami tanimlamak icin "lojistik" terimi kullamilmistir. Bu bir kez daha, mdiisteri
hizmetlerini iyilestirmek ve ilgili maliyetleri azaltmak igin ek firsatlara yol agmistir. Bu donemde yapilan
en Onemli vurgu, etkili bir lojistik stratejisinin saglanmasinda bilgi yonlerinin fiziksel yonler kadar
onemli oldugu olmustur.
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1990'1arda, stireg sadece bir orgiitiin kendi smirlar: igindeki temel islevleri degil, ayn1 zamanda bir
tirtintin nihai bir miisteriye saglanmasina katkida bulunan digindaki islevleri de kapsayacak sekilde
gelistirilmistir. Bu tedarik zinciri yonetimi olarak bilinmektedir. Tedarik zinciri kavrami, pazara tiriin
elde etmekle ugrasan birkag farkli kurulus olabilecegine giiven vermistir. Bu nedenle, 6rnegin, iireticiler
ve perakendeciler, dogru tiriinlerin verimli ve etkili bir sekilde nihai miisteriye akmasini saglayan bir
lojistik boru hatt1 olusturulmasina yardimci olmak i¢in ortaklikla birlikte hareket etmistir.

2000 ve sonraki yillarda, is orgtitleri rakiplerine karsi pozisyonlarin1 korumak veya gelistirmek igin
caba sarf ettikleri, yeni iiriinleri piyasaya siirdiigii ve faaliyetlerinin karliligini arttiracagi icin birgok
zorlukla kars1 karsiya kalmistir. Bu, 6zellikle is hedeflerinin yeniden tanimlanmasinda ve tiim sistemlerin
yeniden miithendisliginde taninan iyilestirme icin pek ¢ok yeni fikir gelistirilmesine yol agmistir. Lojistik
ve tedarik zinciri nihayet genel is basarisinin anahtar1 olan bir alan olarak kabul edilmistir. Gergekten,
bir¢ok kurulus icin lojistikteki degisiklikler, islerinde biiyiik iyilestirmeler i¢in katalizor saglamistir.
Lider kuruluslar, lojistikteki cesitli islevlerin yalnizca baska herhangi bir etkiden bagimsiz olarak en aza
indirilmesi gereken bir maliyet yiikii oldugu geleneksel goriisten ziyade, lojistigin sunabilecegi olumlu
bir “katma deger” roliiniin oldugunu fark etmistir. Bu nedenle, lojistigin rolii ve 6nemi, is gelistirme igin
onemli bir yardimar olarak kabul edilmeye devam etmistir (Rushton vd., 2010: 6-8). Lojistigin tarihsel
gelisimi, 6zet olarak Tablo 1’de ifade edilmistir.

Tablo 1: Lojistigin Gelisimi

ASAMALAR YONETIM MERKEZi ORGUTSEL TASARIM
1960 Yillan
v Satig Pazarlama, v Daginik lojistik faaliyetler
v" Depolama, v Lojistik faaliyetler arasinda zayif
Depolama ve Ulastirma v Stok Denetimi, baglanti
v Ulastirma Etkinligi, v' Dustk lojistik yonetimi otoritesi
isletme basarisini etkiler
1980 Yillan
v Lojistigin merkezilestirilmesi v' Merkezilesmis lojistik faaliyetler
Toplam Maliyet | v Toplam maliyet yonetimi v’ Buyluyen lojistik yonetimi otoritesi
Yoénetimi v Slire¢ optimizasyonu v’ Bilgisayar uygulamalari
v' Rekabet¢i bir avantaj olarak
lojistik
1990 Yillan
v Lojistik planlama v’ Lojistik faaliyetlerde genisleme
Entegre Lojistik | v Tedarik zinciri stratejileri v' Tedarik zinciri planlama
Yoénetimi v isletme faaliyetleri ile | v Toplam kalite yénetimi icin destek
bltlinlesme v Lojistik yonetim faaliyetleri
v Sureg kanallari ile butiinlesme
2000 Yillan
v’ Stratejik tedarik zinciri gorust v’ Ticari ortaklik
v Extranet teknoloji kullanimi v Sanal 6rgiit
v Kanal glglerini ortak bir kuvvet | v' Talepteki degisimler
Tedarik Zinciri Yonetimi araci kullanmak icin tedarik | v©  Benchmarking ve yeniden
zinciri  TQM  gostergelerinde yapilanma
isbirligi yapmak
2000 Yil ve Sonrasi
v SCM kavramina internetin | v/ Tedarik zinciri agi ile ticaret
E-Tedarik Zinciri uygulanmasi ortakhdi yapmak
Yoénetimi v' Dustk maliyetli aninda veri tabani | v .com, -e eklentisi vb. piyasa
paylasimi degisiklikleri
v"  Elektronik Bilgi v Orgiitsel ceviklik ve
v' SCM senkronizasyonu Olculebilirlik
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Lojistik Yonetimi
Ticari personelin kar amaci giitmeyen bir kurulusu olan Lojistik Yonetimi Konseyine gore, lojistik
yOnetimi; miisteri gereksinimlerini goz oniinde bulundurarak mallarin, hizmetlerin ve ilgili bilgilerin

menge noktasindan tiiketime kadar verimli, etkin bir sekilde akisini ve depolanmasini planlama,
uygulama ve kontrol etme siirecidir (Bramel ve Simchi-Levi, 1997: 1).

Tedarik Yonetimi Uzmanlar1 Konseyi'nin (2011) tanimina gore, lojistik yonetimi “Miisterilerin
gereksinimlerini karsilamak icin tiretim ve tiiketim noktas: arasindaki ilgili bilgilerin, arag-gereg ve
mallarin, akisini1 ve depolanmasin tersine geviren, etkin bir sekilde ilerlemeyi planlayan, uygulayan ve
kontrol eden Tedarik Zinciri Yonetiminin 6nemli bir kismidir” seklinde tanimlanmaktadir. Ayrica,
lojistik yonetimi, biitiin lojistik faaliyetlerini kontrol eden, en iyi sekilde kullanan ve bu lojistik faaliyetleri
pazarlama, satis tiretimi, finans ve bilgi teknolojisi gibi diger fonksiyonlarla biitlinlestiren bir
fonksiyondur.

Sekil 1'de lojistik yonetiminin siireci ayrintili bir sekilde gosterilmistir. Tiim siireg, tedarik¢i veya
iiretici ile baglar ve daha sonra tedarik, islem, dagitim ve miisteri tarafindan bitirme gibi sirketin tim
lojistik operasyonlarinda devam eder. Ayrica, miisteriden gelen malzeme akisinin yoniinii ve bilgi
akisini net bir sekilde anlamak ¢ok oOnemlidir. Sekil 1’e dayanarak, lojistik yOnetiminin temel
kavramlarini tanimlamak kolaydir.

Bilgi Akisl
- - - - -

Sekil 1: Lojistik Yonetimi Sureci

Lojistik yonetiminin her iki tanimini da inceledikten ve $ekil 1i analiz ettikten sonra, lojistik
yonetiminin hammadde yonetiminden nihai iiriiniin teslimatina kadar organizasyonu kapsadigin
sOylemek miimkiindiir (Petelina, 2016: 16-17). Bu toplam sistem bakis agisina gore, pazardan, firma ve
operasyonlar1 ve bunun 6tesinde tedarikgcilere tedarik eden malzeme ve bilgi akislarinin koordinasyonu
yoluyla miisterilerin ihtiyaclarmin karsilanmasi anlamina gelir. Bu sirket ¢apinda entegrasyonun
basarilmasi, geleneksel organizasyonda tipik olarak karsilasilandan oldukga farkli bir oryantasyon
gerektirir. Ornegin, uzun yillardir pazarlama ve imalat, organizasyon icinde biiyiik dlciide ayri
faaliyetler olarak goriilmiistiir. Tmalat 6ncelikleri ve hedefleri tipik olarak, uzun {iretim siireleri,
minimize edilmis kurulumlar ve degisimler ve {irlin standardizasyonu yoluyla elde edilen isletme
verimliligine odaklanmustir. Diger taraftan, pazarlama cesitliligi, yiiksek servis seviyeleri ve sik {iriin
degisimleri ile rekabet avantaji elde etmeye calismistir.

Son yillarda hem pazarlama hem de iiretimin yenilenen dikkatin odagi haline gelmesi tesadiif
degildir. Pazarlama ve miisteri odaklilik felsefesi olarak pazarlama artik her zamankinden daha genis
bir kabul gormektedir. Artik genel olarak miisteri gereksinimlerini anlama ve karsilama ihtiyacinin
hayatta kalmak igin bir 6n sart oldugu kabul edilmektedir. Ayn1 zamanda, artan maliyet rekabetciligi
arayisinda, tretim yonetimi biiyiik bir devrimin konusu olmustur. Son on yilda, esnek {iiretim
sistemlerine, malzeme ihtiya¢ planlamasina ve tam zamaninda iiretime dayali envantere ait yeni
yaklagimlar hizli bir sekilde tanitilmistir. Ayn sekilde, entegre lojistik siirecinin bir pargasi olarak, satin
almanin rekabet avantaji yaratmada ve siirdiirmede kritik rol oynar. Onde gelen kuruluslar artik stratejik
planlariin gelistirilmesine diizenli olarak arz yonlii sorunlari dahil etmektedirler. Cogu kurulusta
yalnizca satin alinan malzemelerin ve tedariklerin maliyeti toplam maliyetlerin 6nemli bir boliimiini
olusturmakla kalmaz, ayni zamanda alicilarin ve tedarikgilerin lojistik stireclerinin daha yakin
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entegrasyonu yoluyla tedarikgilerin yetenek ve yeterliliklerinden yararlanmak igin biiytik bir firsattir. Bu
nedenle, bu agidan lojistik, temel olarak firmanin sistem ¢apinda bir bakis agisini gelistirmeyi amaglayan
biitiinlestirici bir kavramdir (Christopher, 2005: 15-16).

Lojistik Yonetiminin Onemi

Lojistik yonetimi, giiniimiizde ekonomik zorluklarla ytiizlesmek i¢in kullanilan araglardan biridir;
kurulusun is ve temel faaliyetlerinin bir karisimidir. Biitiinlesik bir sekilde ele alinan tedarik ve dagitim
faaliyetleri, lojistik faaliyetlerini olustururlar. Bir is organizasyonu igindeki lojistik faaliyetler,
miisterilerin ihtiyaglarini ve satin alma giiciinii géz 6niinde bulundurarak, zaman ve yer ile ilgili pazar
zorluklarini ve ayrica saglanan hizmetin maliyeti ve kalitesi araciligiyla miisterileri memnun etmeye
calisir. Miisteri memnuniyeti dnemlidir ¢linkii pazarlamacilara ve isletme sahiplerine islerini yonetmek
ve gelistirmek i¢in kullanabilecekleri bir 6lcii saglar. Miisteri memnuniyeti ayn1 zamanda miisterilerin
sadakatini Olgerek isletmenin veya bir {riin yasaminin siirekliligini belirlemenin bir yoludur.
Miisterilerin mutlu ve memnun olmasi satislarin devamliligini yani isin devamhiligini saglayacaktir.

Tim arastirmacilar ve is danismanlari, lojistik yOnetiminin, bir miisterinin ihtiyacinin
karsilanmasinda dogrudan veya dolayli olarak yer alan tiim taraflardan (iireticiler, pazarlamacilar,
tedarikgiler, nakliyeciler, depolar, perakendeciler ve hatta miisteriler dahil) olustugu konusunda
hemfikirdir. Lojistigin ana hedefleri, miisteriye olan iiriin veya hizmet sunumunu iyilestirerek genel
organizasyon performansini ve miisteri memnuniyetini iyilestirmektir. Lojistik analiz, kalite ve siireyi
dikkate alarak tedarikgilerden son kullaniciya kadar olan maliyeti diisiirmeyi amaclar. Baglica miisteri
memnuniyeti gostergelerinden ikisi maliyetler ve bekleme siiresidir. Her iki miisteri memnuniyeti
gostergesi de ucuz bir iiriin (ucuz hammadde kullanimi, en ucuz nakliye yontemini se¢gme, diisiik iscilik
maliyeti ile yiiksek iiretim, diisiik maliyetli depolama ve teslimat) ile sonuglanan lojistik siirecte ima
edilmektedir (Ghoumrassi ve Tigu, 2017: 292-296). Asil hedefi miisteriyi memnun etmek olan lojistik
sisteminin her bir bileseni, miisterinin dogru {iriinii, dogru yerde, minimum maliyetle dogru zamanda
alip almadigin etkileyebilir. Giintimiizde birgok sirket lojistik yonetimini miisteriyi memnun etmek ve
nihayetinde miisteri hizmetlerini iyilestirmek amaciyla uygulamaktadir. Gereken hizmetin minimum
maliyetle saglanmasi ise etkili bir lojistik yonetimi sayesinde gerceklesmektedir (Kaveh ve Samani, 2009:
16-17).

Lojistik sistemlere ait dagitim ag1 bigimi, tiretim, envanter kontrolii, ¢capraz yerlestirme, envanter ve
dagitim entegrasyonu, ara¢ filosu yonetimi, ara¢ rotalama, paketleme, dagitimin belirli zaman
araliklarinda gergeklestirilmesi, toplama ve dagitim sistemleri gibi karmasgik bir yapiya sahip olan lojistik
problemleri bir sirketin performansi tizerinde 6nemli bir etkiye sahiptir. Dolayisiyla sirket yonetiminin
bu tarz karmasik lojistik problemlere optimum ¢6ztimler bulabilmesi icin lojistik yonetimine gereken
onemi vermesi, planini etkin bir sekilde onceden yapmasi ve yonetmesi gerekir. Lojistik yonetimini
devam ettirmesiyle miisterilerin ihtiyacini karsilayacak ve miigterilerden olumlu geri dontisler alacag:
icin gelirini arttiracaktir. Diger taraftan en uygun ulasim ve taktiksel planlama yontemlerini segerek
isletme maliyetlerini ve toplam ulagim maliyetlerini de azaltacaktir (Petelina, 2016: 18; Bramel ve Simchi-
Levi, 1997: 3-6; Friedrich ve Gumpp, 2014: 47).
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IKINCi BOLUM

ARAC ROTALAMA PROBLEMI

Lojistik, hammadde alimindan nihai iiriiniin teslimine kadar, toplam {iriin akiginin etkin yonetimi
ile ilgilidir (Golden, 1975: 1). Mallarin ve hizmetlerin verimli dagitimi, bir¢ok giinliik aktivitenin
merkezinde yer almaktadir. Bir okul otobiisii tarafindan toplanan bir ¢ocuk, bir yerlesim mahallesinin
sokaklarinda dolasan ¢6p kamyonu, ayda bir defa miisterilerinin sayaglarini okuyan bir elektrik sirketi
gibi dagitim sorunlar1 araglarin rotalanmasi ile ilgili sorunlardir. Bu faaliyetlere katilan araglarin toplam
maliyeti ¢ok biiyiik olabilir ve bu araclar1 miimkiin oldugunca verimli bir sekilde yonlendirmek
onemlidir. Bununla birlikte, bu tiir sorunlara etkin ¢oziimler gelistirmek, son derece zor oldugu
kanitlanan bir kombinatoryal optimizasyon problemini ¢cozmemizi gerektirir (Groer, 2008: 1-2).

Tam bir lojistik sistem, hammaddelerin bir dizi tedarik¢iden veya saticidan nakledilmesini, tiretim
veya isleme icin fabrika tesisine teslim edilmesini, iiriinlerin gesitli ambarlara veya depolara tasinmasin
ve sonunda miisterilere dagitilmasini igerir. Hem tedarik hem de dagitim prosediirleri etkin tagimacilik
yonetimi gerektirir. Iyi bir tasimacilik yénetimi, bir sirkette toplam dagitim maliyetini 6nemli miktarda
azaltabilir. Potansiyel maliyet tasarruflar;; daha uygun rotalar sayesinde daha diisitk kamyon maliyeti
ve daha kisa mesafeler, azaltilmis kurum igi alan ve ilgili maliyetler, ge¢ teslimat nedeniyle daha az ceza
gibi faktorleri olusturur. En 6nemli tasimacilik yonetimi onlemlerinden birisi de araglarin etkili bir
sekilde rotalanmasidir. Cesitli kisitlamalar verilen araclar icin rotalarin optimize edilmesi, arag rotalama
problemlerinin kaynagidir. Bircok gercek nakliye lojistigi ve dagitim problemi ara¢ rotalama problemi
olarak ifade edilebilir. Bu tarz problemlerdeki amag, bilinen talepleri olan bir dizi miisteriye hizmet
etmek icin minimum maliyetle bir rota planlamaktir. Her miisteri yalnizca bir rotaya tahsis edilir ve
herhangi bir rotanin toplam talebi ara¢ kapasitesini asmamalidir. Tipik bir arag rotalama problemi Sekil
2’de ifade edilmistir. Coziim iki rotadan olusmaktadir. Tek depo ve 12 miisteriden olusan problemde her
rota depoda baslar ve miisterileri ziyaret ettikten sonra depoya geri doner (Tan vd., 2001: 281- Alzaqebah
vd., 2016: 1).

Rota 1: Depo — 7—8—-9—11—12—Depo

Rota 2: Depo—2—3—1—-4—5—6—10—Depo
Bazen depo 0 (sifir) olarak belirtilir.
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10
12

Sekil 2: Ara¢ Rotalama Problemi (ARP)
Kaynak: (Tan vd., 2001: 281-282)

Bir dizi yan kisitlamaya tabi olan ve bir dizi cografi olarak dagilmis miisteri ile en diisiik maliyetli
teslimat rotalarinin tasarlanmasindan ibaret olan arag rotalama problemi, dagitim yonetiminde merkezi
bir yere sahiptir ve diinya ¢apinda on binlerce tasiyici tarafindan giinliik olarak karsi karsiya
kalinmaktadir. Problem, uygulamada karsilasilan gesitli kisitlamalardan dolay gesitli formlarda ortaya
¢ikmaktadir. 50 yildan fazla bir siiredir, arag¢ rotalama problemi, operasyonel arastirma toplulugunun
biiytik bir kismmin dikkatini ¢ekmistir. Bu, kismen sorunun ekonomik 6nemi nedeniyle degil, aym
zamanda ortaya koydugu metodolojik zorluklardan da kaynaklanmaktadir. Ornegin, Ara¢ Rotalama
Probleminin (ARP) kapasite kisit1 eklenmemis hali olan gezgin satic1 problemi artik binlerce ve hatta on
binlerce tepe igin ¢oziilebilmektedir. Buna karsilik, arag rotalama probleminin ¢oziilmesi ¢ok daha
zordur. Ornegin, 100 veya 200 miisterili yalnizca kapasite kisitlamalarmin mevcut oldugu basitlestirilmis
ara¢ rotalama problemini, kesin algoritmalar araciligiyla ¢6zmek hala zordur. Bu nedenle son yillarda,
arastirma girisimcilerinin ¢ogu gii¢lii meta-sezgisellerin gelistirilmesine yonelmistir (Laporte vd., 2013:
1-2).

Arag rotalama problemi ilk olarak Dantzig ve Ramser tarafindan 1959 yilinda ortaya konmustur. Tki
matematikgi, bir petrol dagitim sirketinin verilerini kullanarak ARP’yi ¢ozen ilk algoritmay:
uygulamistir. Ardindan, Clarke ve Wright (1964) gelistirdikleri Tasarruf (Savings) yontemi ile mevcut
ARP ¢oztimlerini gelistirmislerdir (Namany, 2017: 12). Klasik ARP’de, homojen bir arag filosu, her
miisterinin bilinen bir talebi oldugu bir dizi miisteri lokasyonlar1 verilmistir. Gorev, tiim miisterilerin
talebini karsilayacak minimum maliyette bir rota seti olusturmak ve ayrica bireysel rotalarin, arag
kapasitesine ve rota uzunlugu kisitlamalarina uymasini saglamaktir. ARP'nin ifade edilmesi basit ve
anlasilmas: kolay olmasina ragmen, deneyim pratikte ¢oziilmesinin ¢ok zor oldugunu gostermistir.
Ayrica uygulamada, firmanin birden fazla araca sahip olmasi, belirli miisterilerin belirli bir siire boyunca
hizmete ihtiya¢ duyabilmesi, planlama ufkunun bir zamanda birkag giin icermesi gibi ortaya ¢ikan bir¢ok
baska komplikasyon da s6z konusudur. ARP’yi ¢ozmedeki giigliik ve pratikte ortaya ¢ikan ek hususlarin
say1s1 nedeniyle, gercek boyuttaki problemlerin tipik olarak sezgisel yontemlerle ¢6ziilmesi gerekir. ARP
i¢in kesin ¢6ztim yOontemleri olarak tamsayili programlama veya dinamik programlama gibi yontemler
kullanilir ve hatta modern bilgi islem kaynaklarinda bile, bu yontemler tipik olarak 100'den fazla miisteri
lokasyonuna sahip optimallik problemlerini ¢6zemez. ARP, NP-Zor (polinomsal zamanda ¢6ziimii
oldugu ispatlanamayan) problemler kategorisine giren iyi bilinen bir tamsayili programlama problemi
oldugundan dolay1 bu problemi kesin yontemlerle ¢6zmek problem boyutu arttikga zorlagsmaktadir.
Dolayisiyla gergek diinyadaki ARP 6rnekleri binlerce diigtime sahip olabileceginden ve problemi daha
da karmasiklastiran birgok ek kisitlama icerebilecegi icin, yiiksek kaliteli sezgisel yontemlere olan ihtiyag
agiktir (Groer, 2008: 1-2; Altman, t.y.: 6).
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“Arag rotas1” ifadesinin gortindiigii ilk makale Golden vd. (1972) tarafindan yazilmistir. Arag
Rotalama Probleminin (ARP) diger versiyonlar1 70'lerin basinda ortaya ¢ikmistir. Liebman ve Marks
(1970), atiklarin toplanmasiyla iligkili rotalama problemini temsil eden matematiksel modeller
sunmuslardir. Levin (1971), filo tasitlar1 sorununu ortaya koymustur. Wilson ve digerleri (1971) engelli
kisiler i¢in ulagim hizmetinde telefon talebi sorununu ve Marks ve Stricker (1971) kamu hizmeti araglarini
rotalamak i¢in bir model sunmuslardir. Baz1 olasiliksal kavramlar, Golden ve Stewart (1975) tarafindan
ARP ile iligkilendirilmistir. Solomon (1987)'de zaman pencerelerinin kisitlamalarimi probleme dahil
etmistir. Sariklis ve Powell (2000), aracin, yolculugun basladigr noktaya donmedigi bir problem
onermistir (Toro vd., 2016: 363). Arag rotalama problemi icin kesin algoritmalarin gelistirilmesi 1981
yilinda Christofides, Mingozzi ve Toth'un Networks’te yayinladigi iki makalenin yayimlanmasiyla
baslamistir. Bu makalelerin ilki, durum uzay1 gevsetmeli dinamik programlamaya dayali bir algoritma
sunarken, ikincisi, g-yollarim1 ve k-en kisa yayilma agaglarini kullanan iki matematiksel formiilasyon
onermistir. Laporte vd. (1984), arag¢ rotalama problemi igin bir tamsay1 modelinin dogrusal gevseme
¢ozUimiinii temel alan ilk diizlem kesme yaklasimini 6nermislerdir. Bu seminal kavramlar daha yeni
algoritmalardan bazilarinin igerisine girmeyi basarmistir. O zamandan beri, matematiksel programlama
formiilasyonlarina dayanan cesitli kesin algoritmalar onerilmistir. Baz1 formiilasyonlar ara¢ akis1 veya
mal akis1 degiskenlerini icerir ve genellikle dal ve kesme ile ¢oziiliir. ARP, baz1 gegerli esitsizliklerin
eklendigi bir kiime boliimleme problemi olarak da formiile edilebilir. Fukasawa vd. (2006) ve Baldacci
vd. (2008) tarafindan gerceklestirilen en basarii uygulamalardan bazilar1 bu metodolojiye
dayanmaktadir. ARP icin modern sezgisellerin gelisimi, 1990'larda meta-sezgisellerin ortaya ¢ikisiyla
baslamistir. En iyi meta-sezgiseller, ¢oziim alanini ayni anda genis ve derin bir sekilde arastiran ve
problemin gesitli tiirevlerini ¢dzebilen olmustur (Laporte vd., 2013: 2).

Son yillarda, ARP, yiik dagitim planlamasi ve yonetiminin kombinatoryal optimizasyonu {izerinde
en ¢ok calisilanlardan biri olmustur; bunun sebebi, gercek hayattaki uygulamalardaki biiyiik 6nemi ve
ayrica ciddi zor olmasindan kaynaklanmaktadir (Santana, 2016: 1). Rekabetin artmasi ve cevre
kosullarinin degismesi sebebiyle rotalama problemlerine giderek daha fazla kisitin eklenmesi arag
rotalama problemlerine uygun ¢oziimler bulmay: giderek zorlagtirmaktadir (Erol, 2006: 7). Bu sebepten
dolay1 ara¢ rotalama problemi, problemin bilesenleri olan kisitlar, araglar, miisteriler, yollar ve rotalar
gibi cesitli kriterlere gore Sekil 3'teki gibi siniflandirilmistir.

HFARP DARP
ZPARP
SARP 2
S &
% 5 @Q’(\) .
5 2. <4 & ODSTARP
MKARP oy z 5 0 3Q
. = &\g* X@g(&
Safe 2
Kisigy, ado g KKARP
ARP rpustf 2nsedel
a
APOAL?
z
PARP S 7 Famay,
& D e Pla y, .
P & <, @t
N o & o, EZTDARP
s S /éz
CDARP S %,
S %
R
BTARP
CDTDARP

Sekil 3: Ara¢c Rotama Problemi Cesitleri
Kaynak: (Sahin ve Eroglu, 2014: 338; Keskinttirk vd., 2015: 81)
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Kapasite Kisith Ara¢ Rotalama Problemi (KKARP)

Kapasiteli Ara¢ Rotalama Problemi (KARP), nakliye, dagitim ve lojistik konularindaki pratik
uygulamalarla birlikte kombinatoryal optimizasyonundaki temel problemlerden biridir. KARP'nin
amaci, tek bir depoya dayali bir kapasitedeki arag filosu icin asagidaki sinirlamalar altinda bir dizi
miisteriye hizmet vermek i¢in minimum toplam maliyet rotalarini bulmaktir:

v" Her rota depoda baglamali ve depoda sonlanmalidur,
v" Her miisteri tam olarak bir kez ziyaret edilmelidir,
v" Her bir glizergahin toplam talebi, aracin kapasitesini asmamalidir (Borcinova, 2017: 463).

Araglarin ortak bir depodan miisterilere minimum transit maliyetle ulastirilmasi i¢in homojen olduklar1
ve belirli bir kapasiteye sahip olduklar1 kabul edilmektedir (Santana, 2016: 9-10).

Kapasiteli arag rotalama problemi, asagidaki gibi tanimlanabilir:

V' ={0,1,...,n},n + 1 tane koselerin kiimesi ve E, kenarlarin kiimesi olmak iizere yonlendirilmemis
bir ¢ = (V',E) grafigi verilsin. 0 kosesi depoya ve V =V'\ {0} tepe noktast n miisteriye karsilik
gelmektedir. Negatif olmayan bir d;; maliyeti, her bir {i, j} € E kenar1 ile iligkilidir. g; yiikleri, depo 0’dan
(qo = 0) tedarik edilmektedir. Depo 0" da Q kapasiteli 6zdes m araglarin kiimesi yerlestirilmistir ve
araclar miisterilere tedarik etmek i¢in kullanilmaktadir. Bir rota, ziyaret edilen koselerin toplam talebinin
ara¢ kapasitesini gecmeyecegi sekilde depo 0'dan gegen en az basit bir grafik G grafik devresi olarak
tanimlanir (Yeun vd., 2008: 207).

Kapasite kisith ara¢ rotalama probleminin notasyonlarini, amag fonksiyonunu ve kisitlama
denklemlerini igeren tipik bir matematiksel formiilasyonu asagida verilmistir (Kao vd., 2012: 4-5):

Notasyonlar:

0: depolarin indeksi

N: toplam miisteri sayis1

K: toplam arag say1s1

C;;: i miigterisinden j miisterisine seyahat ederken ortaya ¢ikan maliyet
S;: i migterisi i¢in gereken servis zamani, S, = 0

Q: bir aracin maksimum ytiik kapasitesi

T: bir aracin maksimum stirlis mesafesi

d;: i miisterisinin talebi, dy = 0

Xikj: 0 — 1 karar degiskeni

¥k = {1, i misterisinden j miisterisine k aract tarafindan seyahat
Y 0, aksi halde

p: ceza katsayisi

R: bir arac tarafindan hizmet edilen miisterilerin kiimesi,

|R|: R’nin kardinalitesi

Amag Fonksiyonu:

Min¥ X, Zy=0 Yi=1 Cinikj (2.1)
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Kisitlar

K N

Z ZX{; =1, j=12,..,N (2.2)
k=1i=0

K N

Z Exi’j. =1, i=12,..,N 2.3)
k=1 j=0

N N

ZX{; - ijjj =0, k=12,.,K;u=12,..,N (2.4)
i=0 j=0

N N

ZZX{;di <Q,=12,..K 2.5)
i=0 j=0

N N
ZZX{‘]-(CU +S)<T, k=12,..K (2.6)
i=0 j=0

N N
DXk =Y X< 1i=0k=12,..K @2.7)
j=1 j=1

Z XS <IRI-LRS{12,.,N}2<|RISN-Lk=12..,K (2.8)
ijER
Xl5€e{01},i,j=01,.. ,N;k=12,...K (2.9)

(2.1) denklemi kapasite kisith ara¢ rotalama probleminin amag fonksiyonudur. (2.2) ve (2.3)
denklemi her miisteriye yalnizca bir arag¢ tarafindan hizmet verilebilmesini saglar. (2.4) denklemi, her
arac icin her diigtimde stirekliligi korur. (2.5) denklemi, bir aracin toplam mdiisteri talebinin aracin
maksimum kapasitesini asmamasini ifade eder. Benzer sekilde (2.6) denklemi, bir aracin toplam rota
mesafesinin rota uzunlugu sirmi agsmamasimi saglar. Denklem (2.7), her aracin en fazla bir defa
kullanilabileceginden ve depoda baslayip depoda sonlanmas: gerektiginden emin olur. Alt tur eleme
kisitlar: (2.8) denkleminde verilmistir. (2.9) denklemi tamsay1 kisitudir.

Zaman Pencereli Ara¢ Rotalama Problemi (ZPARP)

Zaman pencereli arag rotalama problemi, tartismasiz su anda en genis ¢apta ¢alisilan arag rotalama
problemi cesididir. Klasik zaman pencereli ara¢ rotalama problemi 1987’de Solomon, ardindan 1999'da
Gehring ve Homberger tarafindan tanitilmistir. Arag¢ rotalama probleminin 6nemli bir uzantisi olan
zaman pencereli ara¢ rotalama problemi, bir¢ok gercek diinya problemini modelleyebilen ve bilinen
talepleri olan miisterilere hizmet veren bir arag filosu igin, bir merkezi depodan ¢ikan ve depoda
sonlanan bir dizi minimum maliyetli rotalar1 tasarlamaktan olusan temel bir dagitim yonetimi
problemidir. Miisteriler, arag¢ kapasitelerinin asilmamasi icin araglara tam olarak bir kez tayin
edilmelidir. Bir miisterideki servis, miisterinin hizmet baglangicina izin verdigi en erken zaman ve en
son zaman olarak belirlenen zaman penceresi icerisinde baslamalidir. Banka teslimatlari, posta
teslimatlari, endiistriyel atik toplama, ulusal franchise restoran teslimatlar1 ve okul otobiisii rotalama ve
giivenlik devriyesi hizmetleri gibi alanlar problemin uygulama alanlar1 arasindadir (El-Sherbeny, 2010:
124; Santana, 2016: 13). ZPARP, 6nceden belirlenmis zaman dilimi igerisinde, miisteri setinin sadece bir
kez ziyaret edildigi bir dizi ara¢ yolunun belirlenmesinden olusur. Zaman penceresi, zaman aralig1
olarak tanimlamir ve v € V miisterisine atanan aracin zaman penceresi igerisinde ulasmas: gerekir.
Genellikle zaman penceresi sinirlayicilari, miisteriye hizmet verilmesi gereken [e, [j] zaman penceresi
icerisinde erken varig zamanu e, ge¢ varig zamani l, olarak tanimlanir. Oncelikli amag, arag filosunu,
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seyahat siiresini ve bekleme siiresini en aza indirmektir. Tim filonun kapasiteyi asmadan nakliye
rotasini depoda baslatmas: ve depoda sonlandirmas: gerekmektedir. Her rota depo ile iliskilendirilmis
zaman igerisinde baslamalidir. Miisterinin zaman penceresine baslamadan 6nce aracin geldigi durum da
olabilir. Bu durumda, ara¢ miisterinin bulundugu yerde beklemek zorunda kalir ve sonug olarak rota
tizerinde ekstra bekleme siiresi saglar. Ancak yine de ge¢ varis yasaktir, ¢linkii ara¢ miisteriye tist
siirdan sonra teslimat yapilirsa ¢oziim miimkiin olmaz. Her birinin belirli bir zaman penceresi olan 9
miisterinin 3 farkh rotaya tahsis edildigini gosteren zaman pencereli ara¢ rotalama problemine ait bir
ornek ¢oziim Sekil 4'te gosterilmektedir. Her bir rota bir aracla gecildiginden dolay1 toplam rota sayisi
kadar toplam arag sayis1 s6z konusudur.

e2 12

e7 17 515
|:|,—----->e ———————————— | P
: e0 10
! €9 19
: |

Sekil 4: Zaman Pencereli Ara¢ Rotalama Problemi (ZPARP)
Kaynak: (Pan vd., 2013: 2256)

Sekil 4'te ifade edilen ZPARP’i Ornegine ait rotalarin olusturmus oldugu ¢oziim asagida ifade
edilmistir.

oOoref(3|7|1110([8]4]1]012[5]9]60

Arag 1 (Rota 1): Depo(0)—6—3—7—1—Depo(0)
Arag 2 (Rota 2): Depo(0)—8—4—Depo(0)
Arag 3 (Rota 3): Depo(0)—2—5—9—Depo(0)

Zaman penceresi kisitlamasina gore, ZPARP'nin iki farkli durumunu ayirt edebiliriz. Stki Zaman
Pencereli Arag Rotalama Problemi: Zaman penceresi kisiti, yerine getirilmesi gereken problemdir. Esnek
Zaman Pencereli Ara¢ Rotalama Problemi: Zaman penceresi kisitlamasinin ihlaline izin verilir, bagka bir
deyisle, daha sonraki bir servis, ¢oziimiin uygulanabilirligini etkilemez. Bununla birlikte, ¢6ziim

maliyetlerini artiran amag fonksiyonuna yansiyan bir ceza ile gelir. (Pan vd., 2013: 2256; Santana, 2016:
13).

Problemin Tanimi

ZPARP, farkli cografi bolgelerde yer alan cesitli taleplere ve belirli zaman araliklarina sahip bir dizi
miisteriye hizmet vermek icin depodan ¢ikan miisterilerin taleplerini karsiladiktan sonra baslangig
noktasma geri donen bir ara¢ filosundan ibarettir. Amag, araglarin kapasitelerini, seyahat siiresi
kisitlamalarini ve miisteriler tarafindan belirlenen zaman penceresi kisitlamalarini ihlal etmeden tiim
miisterilere minimum maliyetle (seyahat mesafesi vb.) hizmet etmeleri i¢in araglara uygun rotalarin
bulunmasidir.
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* Her bir rota deponun zaman araligina uygun bir sekilde depoda baslayip, depoda bitmelidir.
+ Biitiin miisterilerin talepleri tek seferde ve tek bir aragla karsilanmalidur.
* Aynirotadaki miisterilerin toplam talep miktarlart maksimum aracin kapasitesi kadar olmalidir.

* Her bir miisterinin talebi miisterilere ait zaman pencereleri igerisinde karsilanmalidir. Arag
miisterinin agilis zamanindan 6nce gelmisse o zamana kadar beklemek durumundadir.

ZPARP'nin kisitlary; bir dizi ayni arag, merkezi bir depo diigiimii, bir dizi miisteri diigiimii, depo ve
miisteri birbirine baglayan bir agdan olusmaktadir. N + 1 tane miisteri ve K tane arac vardir. Depo
diigtimii, 0 olarak ifade edilir. Agdaki her yay, iki diiglim arasindaki bir baglantiy1 temsil eder ve ayni
zamanda hareket ettigi yonti gosterir. Her rota depodan baslar, miisteri diigtimlerini ziyaret eder ve daha
sonra depoya geri doner. Agdaki rotalarin sayisi kullanilan araglarin sayisina esittir. Her arag bir rotaya
tahsis edilmistir. Bir c;; maliyeti ve bir t;; seyahat siiresi agin her bir yay1 ile iligkilidir. Agdaki her miisteri
sadece bir arag tarafindan ziyaret edilmektedir. Her arag ayni g, kapasitesine ve her miisteri degisen bir
m; talebine sahiptir. g, k araci tarafindan seyahat edilen rotadaki tiim taleplerin toplamina esit veya
daha biiyiik olmalidir, bu, higbir aracin asir1 yiiklenemeyecegi anlamina gelir. Zaman penceresi kisiti, en
erken varis zamani ve en son varig zamani olmak {izere onceden tanimlanmis bir zaman aralig: ile
gosterilir. Arag, en ge¢ varis saatinden daha gec¢ olmamak kaydiyla miisterilere ulasmalidir. Eger en
erken varis saatinden daha erken ulasirsa, beklemelidir. Her miisteri ayni1 zamanda, mallarin yiikleme /
bosaltma zamanin dikkate alarak rotaya bir servis stiresi uygular. Araglarin bireysel rotalarini da esasen
deponun zaman penceresi olan toplam rota siiresi igerisinde tamamlamalar1 gerekir. Zaman pencereli
arag rotalama probleminde iig tip temel karar degiskeni vardir. x; (i,je{01,..,NL kef{1,2,.. K};i+
j), k araci i miisterisinden j miisterisine seyahat ettiginde 1 degerini aksi halde 0 degerini alan temel
karar degiskenidir. t; karar degiskeni bir aracin miisteriye vardig1 zamani ve w; karar degiskeni ise i
diigiimiindeki bekleme zamanini gosterir. Amagc, toplam seyahat maliyetini en aza indirerek ayni1 anda
tiim kisitlamalari karsilayan bir ag tasarlamaktir (Tan vd., 2001: 283; Gogken vd., 2018: 776-777).

ZPARP'nin matematiksel modeli, modelde kullanilan degiskenler ve parametreler asagida ifade
edilmistir (Jawarneh ve Abdullah, 2015: 3-5):

Karar Degiskeni

o = {1, eger k aracti. miisteriden j. miisteriye giderse
bk =10, aksi halde

Parametreler

,i#j,i,j €{0,1,..N}

t; — i Noktasina varis zamani

w; — i Noktasinda bekleme zamani

K — Araglarin sayis1

N — Miisterilerin say1s1 (0 merkezi depo olarak tanimlanir)
¢;j — i Miisterisi ile j miigterisi arasindaki seyahat maliyeti
t;j — i Migterisi ile j miisterisi arasindaki seyahat stiresi
m; — i Misterisinin talebi

qx — k Aracinin kapasitesi

e; — i Misterisi i¢in en erken varig zamani

l; — i Miisterisi icin en son varis zamani

fi — i Misterisi icin servis zamani

1, — k Aract i¢in maksimum rota siiresi
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Amac Fonksiyvonu

N N K
Mlnz Z ZCi]-xijk (210)

i=0 j=0,j+i k=1

Kisitlar
K N
YD xpsk, i=0 (211)
k=1 j=1
N N
injk = Zxﬁk <1, i=0;ke{1,2..,K} (2.12)
j=1 j=1
K N
Z Z xije =1, i €{1,2,..,N} (2.13)
k=1 j=0,j+#i
K N
Z Z xije =1, j€{L2,..,N} (2.14)
k=1i=0,i#j
N N
z Z ik <qr, k€{12,.. K} (2.15)
i=1
N

z Z xije(tij + fi +wi) <1, k€{1.2,..,K} (2.16)
i=1 j=0,j#i

to =wo = f (2.17)
K N

Z xijp(ti +tij+ fi+w) <t, j€E{12, .., N} (2.18)

k=1i=0,j=i
e; < (ti + Wi) < li' i € {1,2, ,N} (219)
ij = \/(ix _jx)z + (iy _jy)z (2'20)

(2.10) denklemi, zaman pencereli arag rotalama probleminin temel amag fonksiyonunu ifade eder.
(2.11) nolu kisit, maksimum K rotasmi veya depodan cikan araglari gosterir. Her rotanin depoda
baslayip ve depoda bitmesi gerektigini belirten kisit ise (2.12)’tiir. (2.13) ve (2.14) nolu kisitlar, her
miisterinin yalnizca bir arag¢ tarafindan tam olarak bir kez ziyaret edilmesini saglar. (2.15) ve (2.16)
denklemleri sirasiyla kapasite ve azami seyahat siiresi kisitlamalarini tanimlar. (2.17), (2.18) ve (2.19)
kisitlar1 zaman penceresini agiklar. Denklem (2.20) ise seyahat maliyetini hesaplar. Burada i, i
miisterisinin x koordinati ve i,, ise i miisterisinin y koordinatidir.

ZPARP i¢in Coziim Yontemleri

ZPARP’yi ¢6zmek igin kesin, sezgisel ve meta-sezgisel yontemlerden faydalanilir. Bu problemler,
polinomsal zamanda bir ¢éziimii oldugunu ispatlayamadigimiz karar problemlerinin karmagiklik
siifina girdiginden kesin yaklasimlar sadece kiiciik boyutlu problemlerin ¢oziimiinde etkilidir.
Dolayistyla biiyiik boyutlu problemlerin ¢6ziimii igin sezgisel ve meta-sezgisel yontemler kullanilir (Ai
ve Kachitvichyanukul, 2009: 521). ZPARP’'nin ¢dziimii i¢in arastirmacilar tarafindan gelistirilmis pek ¢ok
yontem literatiirde yer almaktadir. Bu yontemler, optimal ¢oziime ulagip ulasmamasi durumuna gore
kesin ve sezgisel olmak {izere iki gruba ayrilir. ZPARP'nin ¢oziimii i¢in kullanilan yontemler Sekil 5'te
verilmistir.
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e Kiime Béliimleme
Kesin Coziim e  Hedef Programlama
Yéntemleri e Dal ve Kesme
e  Dogrusal Programlama
e Dal ve Smir
Coziim Yontemleri e  Siitun Tiiretme
e Diizlem Kesme
e  Dinamik Programlama
Sezgisel Coziim
Yontemleri
Meta-Sezgisel Klasik Sezgiseller

e  Genetik Algoritma e  Tasarruf Algoritmasi
e  Tabu Arama Algoritmasi e  En Yakin Komsu Algoritmasi
e  Tavlama Benzetimi e  Siiplirme Algoritmast
e  Yerel Arama Algoritmasi e  Sirali Ekleme Sezgiseli
e Karinca Kolonisi Algoritmasi
e  Yapay Ar1 Kolonisi Algoritmast
o  Ates Bocegi Algoritmasi
e  Yarasa Algoritmast
e  Pargacik Siirii Optimizasyonu
e  Harmoni Arama Algoritmasi
e  Kurbaga Sigrama Algoritmasi
e  Memetik Algoritma
e  Bakteriyel Yiyecek Arama
e  Evrimsel Algoritma
e  Yusufguk Algoritmasi
e Guguk Kusu Arama Algoritmasi

Sekil 5: ZPARP C6zUm Yontemleri

Kesin Coziim Yontemleri

NP-zorlu optimizasyon problemlerini en uygun sekilde ¢6zmek, bilgisayar tarihinin baglangicindan
bu yana arastirmacilar1 zorlayan bir konu olmustur. Son yillarda 6nemli ilerleme kaydedilmesine ragmen
¢ogu problem tipi i¢in yalnizca oldukga kiiglik durumlar ¢oziilebilmektedir. Arag rotalama problemleri,
¢Oziilmesi zor olan kanitlanmis problemler grubuna dahil oldugundan sadece orta biiyiikliikteki
problemler tutarli bir sekilde en uygun ¢oziime ulasmaktadir. Bu da kesin ¢oziim yontemleri ile
saglanmaktadir. Bu tam arama yontemleri, en iyisini elde edene kadar ¢oziimiin her olasiligim
hesaplamay1 Onerir. Bu nedenle son zamanlarda ara¢ rotalama problemlerinin ¢6ziimii igin kesin
yaklagmmlar ileri siirtilmiistiir. Sonug olarak, optimal olarak ¢oziilebilen ornekler agisindan 6nemli
sonuglar elde edilmistir (Ropke, 2005: 146; Santana, 2016: 16). Hem uygulama alaninin genisligi hem de
NP-zor yapisi nedeniyle arag¢ rotalama problemi oldukga dikkat ¢eken bir problem haline gelmistir.
ARP’nin bir genellemesi olan ZPARP de NP-zor sinifinda bir optimizasyon problemi olmasi sebebiyle
arastirmacilar tarafindan dikkat ¢ekmis ve literatiirde 6nemli bir yere sahip olmustur. Bu problemin
¢0ziimii igin kullanilan kesin ¢oziim yontemleri, hedef programlama (Ghoseiri ve Ghannadpour, 2010;
Calvete vd., 2007; Aydemir, 2006 ), dal ve kesme (Brad vd., 2002), dal ve smnir (Tezer, 2009;), dogrusal
programlama (Akca, 2015; ), siitun tiiretme (Qureshi vd., 2009; Qureshi vd., 2010; Liberatore vd., 2011),
diizlem kesme (Cook ve Rich, 1999), dinamik programlama (Kok vd., 2010) ve kiime boliimleme
algoritmasidir (Tezer, 2009; Alvarenga vd., 2007).
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Sezgisel Yontemler

Genel olarak, kombinatoryal problemlerin formiile edilmesi kolaydir, ancak tamsayili programlama
problemleri olarak formdile edildikleri i¢in ¢6ziilmesi zordur. Bu problemler NP-zor problemler sinifina
ait oldugundan, ¢oziimleri igin ¢ogu zaman sezgisel yontemler kullanilir. Sezgisel bir arama yontemi,
makul bir hesaplama siiresi i¢inde iyi bir ¢6ziimii belirlemek igin problem yapisindan faydalanan bir
prosediir olarak goriilebilir. Bu nedenle, bir sezgisel aramanin verimliligi, iiretilen ¢6ziimiin kalitesi ve
gereken bilgisayar siiresi agisindan belirlenir. Ozellikle biiyiik boyutlu gercek yagsam problemlerinde
¢oziim tiretmek icin “kesin yontemler” yerine sezgisel yontemleri kullanmak daha uygundur. Gergekte,
bir gercek diinya uygulamasiyla iliskilendirilen matematiksel modelin boyutu ve verilerin kesinligi
olmadigr diistintildiiglinde, "optimal" bir ¢0ziim aramak tamamen gercek¢i olmayabilir. Bazi
durumlarda, kesin yontemlerin hizi, iyi bir sezgisel yontemin hizindan daha yavastir. Bulugsal yontemler
genel olarak daha sezgiseldir ve son kullanic i¢in daha erisilebilirdir. Parametrelerin ayarlanmasi
gerekse bile, son kullanicilar genel olarak parametrelerin degistirilmesinin etkilerini 6ngorebilir (Ferland
ve Costa, 2001: 2).

Yiiksek zorluk derecesi ve gercek hayatta karsilasilan problemlerden biri olan ZPARP’de de en iyi
¢Ozilimlerin ortaya konmasi icin sezgisel yontemler yogun olarak kullanilmaktadir. Son yillarda yapilan
calismalar incelendiginde, galismalarin biiyiik bir kisminda ZPARP'nin ¢6ziimii igin en ¢ok sezgisel ve
meta-sezgisellerin kullanildig1 goriilmektedir. Tasarruf (saving), siipiirme (sweep), en yakin komsu,
ekleme sezgiselleri klasik sezgisel yontemler arasinda yer alirken; genetik, tabu arama, tavlama
benzetimi, yerel arama, karinca kolonisi, yapay ar1 kolonisi, degisken komsu arama, ates bocegi, yarasa,
pargcacik siirii optimizasyonu, harmoni arama, kurbaga sigrama, memetik algoritma, bakteriyel yiyecek
arama, evrimsel algoritma ve yusufcuk gibi algoritmalar meta-sezgisel yontemler smifinda yer
almaktadir.

Klasik Sezgiseller

ARP'nin ¢oztimiinde kullarulan klasik sezgiseller, rota olusturucu yontemler, rota gelistirici
yontemler ve iki asamali yontemler olmak {izere 1992 yilinda Laporte tarafindan 3 gruba ayrilmistir. Bu
yontemler, baslangi¢ ¢oztimlerin olusturulmasinda kullanilan rota olusturucu sezgiseller, bu sezgiseller
yardimiyla olusturulan ¢oziimlerin niteligini arttirmak icin kullanilan rota gelistirici sezgiseller ve once
grupla sonra rotala veya 0nce rotala sonra grupla tiirii iki asamal1 yontemlerden olugsmaktadir (Sahin,
2014: 71).

Tasarruf Algoritmasi

Arag rotalama problemini ¢6zmek igin kullanilan bir dizi sezgisel yontem vardir. Arag¢ rotalama
problemini ¢6zen en iyi bilinen sezgisel yontemlerden biri Clarke ve Wright'in tasarruf algoritmasidir
(Jerabek vd., 2016: 117). Algoritma, degisken olarak ara¢ sayismin kullanildigi problemlerde ele
alinmaktadir. Rotalarin olusturulmas: ve kag¢ adet ara¢ kullanilmasi gerektigi bu yontem ile
bulunmaktadir. Paralel ve sirali olmak {izere iki tip tasarruf algoritmasi s6z konusudur. Bu yontemin
adimlar1 agsagida verilmistir.

Adum 1. Her bir miisteri ¢ifti igin S;; tasarruflar1 asagidaki gibi hesaplanur.
Sij =dip+doj — d;j (2.21)
S;; tasarruf degerleri biiytikten kiigti§e dogru siralanr.
Adim 2. Paralel tasarruf algoritmasinda S;; tasarruf degerlerine gore biiyiikten kiigiige siralanan
(i,j) migteri ikilileri; siralamada xy ve yz miisteri ¢iftleri arka arkaya geliyorsa arag¢ kapasitesi dikkate
alinmak kosuluyla 0 — x — y — z — 0 dogrultusunda bir rota olusturularak, aksi halde xy ve tz olacak

sekilde bu miisteri giftleri arka arkaya geldiginde bu miisteriler igin ayr1 ayr1 rota olausturulacak sekilde
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birlestirilir. Siralamada dikkate alinan miisteri ciftleri ile daha 6nce olusturulan rotalar karsilagtirilir ve
uygunsa rotaya eklenir. Burada birden fazla rota olusturulur ve olusturulan bu rotalar paralel versiyonda
islenerek miisteri giftlerini bu rotalara atamak miimkiindiir. Tasarruf algoritmasinin bir diger ¢esidi olan
siral1 versiyonunda kapasite kisiti gozoniine alinarak xy ve tz formatindaki miisteri ¢ifti birlestirilerek
0 —x —y — t — z — 0 dogrultusunda rotalar olusturulur. Siralamada dikkate alinan mdisteri ikilileri ayni
rota i¢in karsilastirilir ve kapasite kisitina uygunsa rotaya eklenir. Bir rota tamamen olusuncaya kadar
tiim mdiisteri ikilisi kapasite kisiti dikkate alinarak elden gecer. Her iki versiyonda da miisteri ikilileri
toplam maliyet minimum olacak sekilde rotalara aktarilir. Tasarruf algoritmasinin paralel versiyonu
siral1 versiyonuna oranla daha iyi sonuglar dogurur. Sirali tasarruf aloritmasinda yalnizca bir rota baz
alinir ve bu rotay1 elde etmek igin S;; tasarruf siralamasi dikkate alinir. Paralel versiyonda miisteri giftinin
birden fazla rota ile uygunlugunun S;; siralamasina bakilarak kontrol edilmesi ve bu sayede daha fazla
alternatif gozden gegirilir (Erol, 2006: 30).

Backer ve Schaffer (1989), tasarruf algoritmasinin bir uzantisim kullanmiglardir. Tasarruf
algoritmasina iliskin benzer bir sezgisel de Solomon tarafindan 1987 yilinda gelistirilmistir. Ayrica
Landeghem (1988), iki kriterli tasarruf sezgiselini calismasinda ele almustir. Iki kriterli sezgisel yontemi,
miisteriler arasinda bir baglantinin zamanlama agisindan ne kadar iyi oldugunu 6l¢mek ic¢in zaman
pencerelerini kullanmistir (El-Sherbeny, 2010: 127). Demircioglu (2009), ZPARP ile ilgili ¢calismasinda
tasarruf yontemini gelistirmis ve Mersin’deki bir dagitim firmasina uygulama yapmistir. Bu arastirma
ile firmalara daha uygun dagitim rotasi belirlenerek maliyette tasarruf ve bundan sonra yapilacak olan
calismalara fayda saglamasi agisindan 6nemli sonuglar elde edilmistir.

En Yakin Komsu Algoritmasi

En yakin komsu sezgiseli, ara¢ rotalama problemlerini ¢6zmek igin siklikla kullamilan bir diger
algoritmadir. Genellikle rota gelistirme sezgisellerini test etmek i¢in baslangi¢ ¢6ziim {iretmek igin
kullanilir. Oldukga hizli olmasina ragmen, ¢oziimler neredeyse her zaman optimalden uzaktir. En yakin
komsu algoritmasi, bir dizi sehirden rastgele bir baslangi¢ sehri seger, onu bir rotaya ekler ve o sehri
ziyaret edilen sehir olarak isaretleyerek sehir listesinden kaldirir. Daha sonra, algoritma bir dizi ziyaret
edilmemis sehirden rotaya daha once eklenmis olan sehre en yakin sehri bulur ve onu sehrin ziyaret
edildigini gosteren rotaya ekler. Bu siire¢ tiim sehirler ziyaret edilene kadar tekrar eder (Jakara vd., 2019:
458-459).

Gogken vd. (2018), ZPARP'nin ¢oziimii icin ¢ok amacli genetik algoritmanin baslangig
popiilasyonunun olusturulmasinda en yakin komsu algoritmasini kullanmisglardar.

Ekleme Sezgiseli

Solomon, ARP tur olusturma algoritmalarin1 paralel ve sirali olmak iizere ikiye ayirmistir. Paralel
prosediirler, rota sayisinin dnceden belirlenmis bir say1 ile simirli oldugu veya serbestce olusturuldugu
es zamanli rota insas1 yoluyla olusturulurken, sirali prosediirler, tiim miisteriler planlanana kadar her
seferinde bir rota olusturur.

Sirali ekleme sezgiseli, ¢oztimiin kalitesi ve ¢6ziimii bulmak i¢in gereken hesaplama siiresi a¢isindan
cok etkilidir. flk ¢oziimleri bulmak igin baglatma kriterleri, rotaya eklenecek ilk miisteriyi secme siirecini
ifade eder. En yaygin kullanilan basglatma kriterleri, ya en uzak rotalanmamis miisteri ve en erken teslim
tarihine sahip miisteri ya da en erken ve en son kabul edilebilir varis zamani kriterleridir. Bir rotaya ilk
eklenen miisteriye "cekirdek miisteri" adi verilir. Cekirdek miisteri secilip bir rotaya yerlestirildiginde,
siral1 ekleme algoritmasi, yonlendirilmis diigiimler i¢in, yakin zamanda ve kismen olusturulmus rotaya
bir miisteri eklemek igin gereken ek mesafeyi ve zamani en aza indiren yerlestirme yerini dikkate alir.
Bir sonraki adimdaki se¢im kriterleri, yeni bir dogrudan rota yerine miisteriyi mevcut kismi rotaya
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eklemekten kaynaklanan avantaji en ist diizeye ¢ikarmaya calisir. Burada dikkat edilmesi gereken
onemli noktanin diigiimler ile miisteri terimlerinin birbirinin yerine kullanildigidir (Joubert ve Claasen,
2006: 107).

Jawarneh ve Abdullah (2015), ZPARP'ne wuyarlamis olduklar1 ar1 kolonisi optimizasyon
algoritmasinda baslangi¢c yiyecek kaynaklarmin olusturulmasinda sirali ekleme sezgiselinden
yararlanmiglardir.

Siipiirme Algoritmasi

Gillet ve Miller (1974) tarafindan gelistirilen bu algoritmada depo merkezli bir dogrunun
dondiiriilmesi ile rotalarda yer alacak miisteriler elde edilir. Dondiirme siiresince dogru tizerinden gegen
miisteriler iki sinifa ayrilir. Grubun kapatilmasi kapasite veya mesafe kisitina baglidir. Bu kisitlardan biri
asildig1 zaman grup kapatilarak yeni bir grupla devam edilir. Merkez deponun da eklenmesi ile
olusturulan nokta gruplar1 genel olarak gezgin satici problemi gibi ¢oziilmesiyle rotalar olusturulur.
Miisteri koordinatlar1 6 ag1 ve p dogru uzunlugu olmak {iizere (6;,p;) polar formatindadir. Talep
noktalarimin kiigiikten biiyiige dogru siralanmasi 6 agisina gore gergeklesir. Ayrica kapasite ve mesafe
kisit1 gozoniine alinarak talep noktalar1 gruplamr. Siipiirme algoritmasmin genel isleyisi asagidaki
gibidir (Erol, 2006: 37-38).

Adum 1: Depo ve miisteri noktalarinin yeri harita tizerinden belirlenerek koordinatlar polar
formatinda (6;, p;) yazilir. Rotaya tahsis edilmemis herhangi bir arag tespit edilir.

Adum 2: Depodan saat yoniiniin tersinde 0° agi ile taranmaya baglanir. Bir miisteri ile
karsilasildiginda miisterinin talep miktar1 aracin kapasitesini gegmezse miisteri araca atanir. Aksine bir
durum s6z konusu oldugunda saat yontiniin tersinde hareket edilir. Diger araca gecilmesi, her iki yonde
de araca miisteri atanamadiginda gergeklesir.

Adim 3: Tarama, onceki aracin kaldig1 yerden devam eder. Daha 6nce rotalama olmayan bir
miisteri ile karsilasilirsa, miisterinin araca atanmasi kapasite kisitin1 asmayacak sekilde gerceklesir. Tiim
noktalarin rotalamasi bitene kadar bu siire¢ devam eder.

Gogken vd. (2018), ZPARP'nin ¢oziimii icin ¢ok amacli genetik algoritmanin baslangig
popiilasyonunun olusturulmasinda siipiirme algoritmasini kullanmiglardir. Diger taraftan Hertrich vd.
(2019), calismalarinda basit ve etkili stipiirme algoritmasimni kullanarak probleme ¢6ziim bulmuslardir.

Meta Sezgiseller

Meta-sezgisel yontemler, arama alamimi arastirmak igin zeki bir sekilde farkli kavramlar
birlestirerek, bir alt sezgisel calismay1 yonlendiren yinelemeli bir ¢6ziim siireci olarak tanimlanir.
Ogrenme stratejileri, bilgiyi en uygun ¢oziimlere ulastirmak ve bilgileri yapilandirmak icin kullanlir.
Meta-sezgisel algoritmalar da, karmagik problemleri ¢6zmek i¢in kullanilabilecek bu yaklagik teknikler
arasindadir (Said vd., 2014: 2). Genellikle ¢ok sayida probleme uygulanan giiglii teknikler ve ¢oziim
kavrami olarak ifade edilir. Bir meta-sezgisel, tam veya eksik bir tek ¢oziimii veya her bir yinelemede bir
¢oziimler toplulugunu manipiile edebilir (E1 Sherbeny, 2010: 129). Meta-sezgiler, sezgisel tarama ve /
veya geleneksel arama teknikleri de dahil olmak iizere diger arama yontemleri arasindaki isbirligini
koordine etmek igin iist diizey problem ¢6zme stratejileri olarak diisiiniilmiistiir. Bu basit prosediir,
genellikle kus ve bocek siirtilerinin davrarnislari, metallerdeki sogutma prosediirleri veya dogal evrim
gibi dogal veya fiziksel olaylardan esinlenerek dizayn edilir.

Gilintimiizde ¢ok sayidaki gercek diinya problemi meta-sezgisel teknikler kullanilarak
¢oziilmektedir. Otomasyon ve robotik, biyoinformatik, ekonomi ve finans, miithendislik tasarimi, saghk
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ve tip, goriintii isleme, bilgi isleme ve veri madenciligi, lojistik ve ara¢ planlama, makine 6grenmesi,
imalat ve endiistriyel uygulamalar, fizik uygulamalar, gii¢ ag1 optimizasyonu, rotalama, zamanlama,
givenlik ve giiven, yazilim miihendisligi, stratejik ve askeri uygulamalar, telekomiinikasyon, is glicii
planlama ve diger alanlarda ortaya ¢ikan bir¢ok gercek diinya optimizasyon probleminde meta-sezgisel
teknikler kullanmilmis ve kullanilmaya devam edilmektedir (Nesmachnow, 2014: 322-329). Bu meta-
sezgisel yontemler arasinda karinca kolonisi, tabu arama, tavlama benzetimi, yapay ar1 kolonisi, parcacik
siirii optimizasyonu gibi yontemler bu problemlerde sik¢a kullanilan yontemler arasindadir (Sahin, 2014:
73). ZPARP'nin ¢oztimiinde kullamilan metasezgisel yontemlerin kullanildig1 calismalar takip eden
boéliimde incelenmistir.

Genetik Algoritma

Genetik algoritmalar, arama ve optimizasyon problemlerini ¢dzmek igin kullanilabilecek adaptif
yontemlerdir. Biyolojik organizmalarin genetik siireclerine dayanmaktadir. Bir¢ok nesil boyunca, dogal
popiilasyonlar, dogal secilim ve "en uygun olanin hayatta kalmasi" ilkelerine gore evrimlesmektedir.
Genetik algoritmalar bu stireci taklit ederek, eger uygun sekilde kodlanmuslarsa, gercek diinya
problemlerine ¢oziimler "gelistirebilir". Genetik algoritmalarin giicii, teknigin saglam olmasi ve diger
metotlarin ¢ézmesi igin zorlayicl olanlar da dahil olmak iizere genis bir problem alaniyla basarili bir
sekilde basa ¢ikabilmesinden kaynaklanmaktadir. Genetik algoritmalarin bir probleme kiiresel optimum
¢Ozlimii bulmas: garanti edilmez, fakat genellikle problemlere "kabul edilebilir derecede hizl ve iyi"
¢O0ziim bulmakta iyidirler. Belirli problemleri ¢6zmek icin 6zel tekniklerin mevcut oldugu durumlarda,
nihai sonucun hem hizinda hem de dogrulugunda GA’lardan daha iyi performans gostermeleri
muhtemeldir. O halde, GA’lar igin temel zemin, bu tiir tekniklerin olmadig1 zor alanlardir. Mevcut
tekniklerin iyi calistig1 durumlarda bile, bunlar1 bir GA ile hibritleyerek iyilestirmeler yapilmistir
(Beasley vd., 1993: 1-2). Kalitim, mutasyon, segim ve ¢aprazlama gibi dogal evrimden esinlenen teknikleri
kullanarak optimizasyon problemlerine ¢oziimler iireten daha genis evrimsel algoritma sinifina ait olan
algoritmanin basit genel prosediirii asagidaki gibidir (Yadav ve Prajabati, 2012: 1-2).

Adim 1: Bireylerin baslangi¢ popiilasyonunu seg.

Adim 2: Bu popiilasyondaki her bireyin uygunlugunu hesapla.

Adim 3: Sona erene kadar bu nesli tekrarla (Zaman siniri, yeterli uygunluk elde edilene kadar).
Adim 4: Ureme icin en uygun bireyleri seg.

Adim 5: Caprazlama ve mutasyon islemleriyle yeni bireyler iiret.

Adim 6: Yeni bireylerin bireysel uygunlugunu hesapla.

Adim 7: En az uygunluga sahip popiilasyonu yeni bireylerle degistir.

Genetik algoritmalar biyoinformatik, filogenetik, hesaplamali bilim, miihendislik, ekonomi, kimya,
iiretim, matematik, fizik, lojistik gibi alanlarda optimizasyon problemlerine uygulanmaktadir (Verma ve
Verma, 2012: 5). Bu uygulama alanlarindan biri olan lojistik dagitimin 6zii ve odak noktasi olan zaman
pencereli ara¢ rotalama problemi iizerine yapilan arastirmalar, temel olarak gelistirilmis akilh
optimizasyon algoritmalarindan olan genetik algoritmaya odaklanmaktadir. Bu arastirmalar asagida
verilmistir.

Braysy (2001), zaman pencereli ara¢ rotalama problemini ¢dzmek igin gelistirilen genetik algoritma
tabanli yaklasimlar1 kisaca gozden gegirmis ve saf genetik algoritmalarla elde edilen sonuglarin,
yayinlanmis olan en iyi sonuglarla rekabetci olmadig1, ancak farkliliklarin ¢ok biiyiik olmadig1 kanisina
varilmistir. Berger ve Barkaoui (2004), yeni bir hibrit genetik algoritmanin paralel versiyonunu ele
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almiglardir. Ele alinan yaklasim, en iyi bilinen sezgisel rotalama yontemleri olarak kullanilan tabu arama,
¢oklu karinca koloni sistemi, rota-komsuluk bazli gibi algoritmalarla karsilastirilmis ve ¢ok rekabetgi
oldugu gosterilmistir. Alvarenga vd. (2007), etkin bir genetik algoritma ve kiime bélme formiilasyonu
yoluyla seyahat uzakligin1 temel amag olarak kullanan saglam bir sezgisel yaklasim sunmuslardir.
Dursun (2009), ZPARP igin rassal say1 kodlamali melez olmayan bir genetik algoritma yaklagimin ele
almistir. Diger yontemlerle rekabet edebilecek bir model ortaya koymak ¢alismanin hedefi olmustur.

Nazif ve Lee (2010), gereklilikleri karsilayan ve minimum toplam maliyet saglayan, optimum bir
teslimat rotas1 bulan, tam bir yonlendirilmemis iki tarafli bir grafik tarafindan tasarlanan optimize
edilmis bir ¢aprazlama operatorii kullanarak genetik bir algoritma Onermislerdir. Algoritma, bazi
yaklasimlarla karsilastirilmis ve sonuglar, algoritmanin bulunan ¢éziimlerin kalitesi agisindan rekabetgi
oldugunu gostermistir. Ghoseiri ve Ghannadpour (2010), hem gerekli toplam filo biiyiikliigtintin hem de
toplam hareket mesafesinin en aza indirildigi ve kapasite ve zaman pencereleri kisitlarinin giivence altina
alindig1 ¢ok amacli bir problemi ele almislardir. Problemin formiilasyonu icin bir hedef programlama
yaklasimi ve bunu ¢ozmek igin uyarlanmis, etkin bir genetik algoritma kullanmislardir. Yontem,
literatiirde en iyi bilinen yaklasimlarla rekabet edebilecek ¢oziimler saglamistir. Kiremitci vd. (2014), cok
aracli, dagiim toplamali, zaman pencereli rotalama problemine 6zgii gercek degerli kodlamali bir
genetik algoritma gelistirerek ¢6ziim aramiglardir. Ele alinan algoritma, Li ve Lim (2001)'in gelistirdigi
tabu gomiilii tavlama benzetimi meta-sezgiseli ve bilinen en iyi sonuglar ile karsilastirilmis, algoritmanin
iyi sonuglar verdigi ve bu problemler icin iyi bir alternatif ¢6ziim yontemi olabilecegi anlagilmigtir.

Kuram (2016), zaman pencereli ara¢ rotalama probleminde kullanilan yontemleri detayl bir sekilde
inceleyerek, literatiirde yer alan test problemlerini genetik algoritmalar ile ¢6zmiistiir. Gupta ve Diwaker
(2017), karinca koloni optimizasyonu ve genetik algoritmanin birlesiminden olusan yontemi
kullanmiglardir. Yontemde, popiilasyon cesitliligini arttirmak ve ¢6ziim alanin1  tamamen
genisletebilmek i¢in genetik algoritmadaki mutasyon operatorleri yer almistir. Algoritma, karinca koloni
optimizasyonu, genetik algoritma gibi yontemlerle karsilastirilmis ve sonug olarak yaklasimin, problemi
etkili bir sekilde ¢ozebildigi, problemin amaglarinin yerine getirilmesinden anlasilmistir. Gogken vd.
(2018), ¢ok amacl1 genetik algoritma yaklagimini ele almiglar ve bu yaklasimla ZPARP'ne yonelik daha
once yapilan ¢alismalardan daha etkin sonuglar elde etmislerdir.

Tabu Arama Algoritmasi

Tabu aramasi, yerel bir optimuma yakalanmaktan 6zellikle kag¢inan, genisletilmis komsuluklar1 insa
etmek igin bir yinelemeli meta-strateji prosediiriidiir. Bu kiiresel optimizasyon meta-sezgiseli ilk olarak
Glover tarafindan ortaya atilmis, Glover ve arkadaslari tarafindan gelistirilmistir. Amag fonksiyonu
degerinde bir bozulmaya yol agsa bile, bir ¢oziimden en iyi komsusuna hareket ederek arama uzayim
arastirmaktan ibarettir. Bu sekilde yerel optimadan hareket etme olasilig1 arttirilir. Bir ¢6ztimiin ardigik
komsular iiretilir ve amag fonksiyon degerleri incelenir. Dongiliden kaginmak igin, yakin zamanda
incelenen ¢oziimler belirli sayida yineleme igin yasaklanir veya tabu olarak ilan edilir (Barbarosoglu ve
Ozgur, 1999: 259). Tabu listesi, arama boyunca kesfedilen ¢oziimleri veya daha genel olarak bu
¢oztimlerin bazi ilgili 6zelliklerini bir listeye kaydederek bellegi kullanma yollarindan biridir.

Basarili bir Tabu Arama uygulamasinda, yogunlastirma ve gesitlendirme arasinda iyi bir dengenin
olmasi énemlidir. Yogunlasma, genellikle iyi bir ¢6ziim cevresinde, ¢6ziim alaninin bazi bélgelerinin
ayrintili bir kegfidir. Cesitlendirme, arastirmanin hentiz kesfedilmemis ve birbirinden ayri, ¢6ziim
acisindan umut verici bolgelere dogru yonlendirilmesini igerir. Operasyonel acidan, Tabu Arama, her bir
yinelemede, tek bir S ¢6ziimiinden, en iyi N (S) ¢6zlimiine, tabu listesinde degil veya eger dyleyse, bir
miktar aspirasyon kriterini yerine getirerek basarili bir sekilde hareket eder (Brandao, 2011: 141). Tabu
arama prensibi, siirekli olarak mevcut en iyi ¢6ziimii gelistirmeye ve 6nceki hareketlerin listesini hafizaya
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kaydederek, arastirmay:r daha once seyahat edilen bolgelerin disinda yonlendirmeye calisirken,
¢ozlimlerin alani tizerinde hareket etme yontemine dayanmaktadir (Kaddouri ve Omary, 2017: 82-83).
Mevcut en iyi ¢oztimii gelistirme prensibine dayanan bu yaklasim arag rotalama problemlerine de ¢ok
sayida uygulanmistir. Coziim kalitesi ve siiresi bakimindan iyi sonug verdigi i¢cin ARP’'nin bir uzantisi
olan ZPARP’de de en ¢ok kullanilan yontemler arasinda oldugu asagida verilen calismalarca
ispatlanmustir.

Badeau vd. (1997), zaman pencereli arag rotalama probleminin ¢6ziimii icin bir paralel tabu arama
sezgiselini gelistirerek, is istasyonlar1 ag1 {izerinde uygulamislardir. Ampirik olarak, orijinal sirali
algoritmanin paralellestirilmesinin, uygulamada oOnemli hizlandirmalar saglarken ayni miktarda
hesaplama igin ¢ozelti kalitesini diisiirmedigi gosterilmistir. Schulze ve Fahle (1999), problem igin yeni
bir paralel tabu arama algoritmasini tanimlamislardir. Basit miisteri degisimlerine dayanan ve miimkiin
olmayan gegici ¢oziimleri diisiinmeye olanak saglayan bir komsuluk yapist kullamilmistir. Tleri siiriilen
bu algoritma literatiirdeki baz1 sezgiseller ile karsilastirilmis ve algoritma ¢oziim kalitesini koruyarak,
onemli hizlandirmalar sagladigi sonucuna ulasilmistir. Braysy ve Gendreau (2002), tabu arama
yaklasimlarinin ¢ok etkili oldugu sonucuna yaptiklar: kiyaslamali analizlerden elde etmislerdir. Chiang
ve Russell (2004), karma bir komsuluk yapisi ve yiiksek kalitede ¢oziimler iiretmek icin gelismis bir
iyilestirme prosediirii kullanarak bir tabu arama ¢oziim yontemi gelistirmislerdir. k-opt ve A-degisim
komsuluklar: birlikte ele alinarak karma bir komsuluk yapisi olusturulmustur. Hesaplamali sonuglardan
algoritmanin etkili oldugu ispatlanmugtir.

Homberger ve Gehring (2005), zaman pencereli arag rotalama problemi igin iki asamal1 hibrit bir
meta-sezgiseli yontem olarak kullanmislardir. {lk asamada, (;A) evrim stratejisi ile arag sayisinin en aza
indirilmesi, ikinci asamada ise tabu arama algoritmasi kullanilarak toplam uzakligin en aza indirilmesi
planlanmistir. Komsuluk yapilari olarak insert, 2-opt ve change operatorleri kullanilmistir. Ming-Yao vd.
(2008), basit bir komsuluk yapisina sahip bir tabu arama algoritmasin tasarlamislardir. Fu vd. (2008),
zaman pencereli arag rotalama problemlerinin farkl: tiirleri igin birlesik bir ceza fonksiyonu ve birlesik
bir tabu arama algoritmas: tasarlamiglardir. Algoritmada, 2-degisim {iretim mekanizmasina dayanan
karigik bir komsuluk yapis1 kullanilmistir. Yu vd. (2011), tabu arama algoritmasi ve karinca koloni
algoritmasindan olusan melez bir yaklagimi ele almislardir.

Moccia vd. (2012), daha 6nce gelistirilen tabu arama sezgiselinin komsuluk yapisinda degisiklikler
yaparak, zaman pencereli ara¢ rotalama problemi icin bu algoritmanin etkili olduguna hesaplamal
sonuclardan ulagmusglardir. Tag vd. (2014), esnek zaman pencereli ara¢ rotalama problemi i¢in tabu arama
algoritmasi araciligi ile bir ¢6ziim prosediirii gelistirmislerdir. Tabu arama algoritmasina dayanan ¢oziim
prosediirii, literatiirde bulunan diger sezgisellerden daha iyi performans gosterdigi karsilastirma
sonucunda anlasiimistir. Kirc1 (2016), google haritalarindan gercek diinya uygulamalar1 olarak kabul
edilen zaman pencereli arag rotalama problemleri i¢in tabu arama algoritmasin ve hopfield sinir aglarin
kullanmustir.

Tavlama Benzetimi

ZPARP'nin ¢oziimiinde kullanilan bir diger meta sezgisel de tavlama benzetimidir. Kavramsal
olarak tavlama benzetimi; bir malzemenin bir siv1 stat igine 1s1tild1g1 ve tekrar kristalize edilmis bir kat1
duruma geri sogutuldugu, tavlama olarak bilinen fiziksel bir isleme benzer oldugu gerceginden
kaynaklanmaktadir. Gelistirilen ilk meta-sezgisellerden birisidir. Tavlama benzetimi kullanildiginda
mevcut ¢oziimiin komsulugunda en iyi ¢o6ziim aranmaz. Bunun yerine biri rastgele bir komsuluktan
basitge bir ¢6ziim cizer. C6ziim daha iyiyse, her zaman yeni bir giincel ¢6ztim olarak kabul edilir, ancak
¢oztim mevcut ¢oziimden daha koétiiyse, yalmzca belirli bir olasilikla kabul edilir. Kabul olasilig
kademeli olarak diisiiriilen bir sicaklik tarafindan belirlenir. Sicakligin disiiriilmesiyle, secim yeni
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¢oztimiin kabuliinde giderek daha segici hale gelir. Tavlama benzetimi kavrami termodinamik ve
metaliirjiden gelir: fiizyondaki bir metal yeterince yavas bir sekilde sogutuldugunda, minimum enerjili
bir yapida katilasma egilimi gosterir (El-Sherbeny, 2010: 129).

Chiang ve Russell (1996), zaman pencereli arag rotalama problemi i¢in 3 tavlama benzetimi meta-
sezgiselini gelistirmislerdir. Kullanilan yontemlerde Osman’in A-degisim mekanizmasi, Christofides ve
Beasley’in k-diigiim degisim stireci olmak {tizere iki farkli komsuluk yapisi uygulanmistir. Hesaplamali
deneyler, benzetilmis tavlama uygulamalarinin, temel benzetim tavlama algoritmalarinin yavas
yakinsamasinin iistesinden gelerek, bir 486DX2/66 kisisel bilgisayar1 kullanarak makul CPU zamaninda
¢ok iyi sonuglar elde edebilecegini gostermistir. Bent ve Hentenryck (2004), bahsi gecen ulasim problem
icin iki asamali melez bir algoritma 6nermislerdir. Ik olarak tavlama benzetimi kullanilarak arag say1s1
en aza indirilmis, ardindan, ¢ok sayida miisterinin yerini degistirebilecek biiyiik genis bir komsuluk
aramas! kullanarak seyahat maliyetini en aza indirilmistir. Deneysel sonuglar, gelistiren algoritmanin
etkinligini ve algoritmanin ¢ok saglam oldugunu gostermistir. Li ve Lim (2003), yerel aramalari
cesitlendirmek ve yogunlastirmak i¢in yeniden baslatmalar gibi tavlama yontemlerine dayanan bir meta-
sezgiseli Oonermislerdir. Yerel arama komsuluklarini olusturmak igin yontemde 3 kenar degistirme
operatorii (shift, exchange, re-arrange) kullanilmistir. Karsilastirmali deneylerden en iyi sonugclar elde
edilmistir.

Chen ve Ting (2005), gelistirilmis karinca koloni algoritmasi ile tavlama benzetimi algoritmasini bir
araya getirerek melez bir algoritma olusturmuslardir. Gelistirilmis karinca koloni sisteminde 2-opt ve
ekleme olmak {tizere iki farkli yerel arama operatorii kullanilmistir. Tabu arama, ¢oklu karinca koloni
sistemi, genetik algoritma gibi daha Onceki meta-sezgisel yontemlerle karsilastirildiginda, en iyi
performansi gostermis ve toplam seyahat mesafesinin en diisiik olmasini saglamistir. Lin vd. (2006), yerel
arama ile tavlama benzetim algoritmasini birlestirmislerdir. Optimal ¢6ziimii hizli ve verimli bir sekilde
bulmak icin takas ve ekleme yerel aramalar1 kullanilmistir. Gelistirilen yaklasim, ortalama arag sayisini
ve ¢ogu smiftaki rota maliyetleri onceki arastirmalarinkinden daha iyi veya ona esit olarak bulmustur.
De Oliveira vd. (2006), monoton olmayan tavlama benzetim teknigini rastgele yeniden baslatmali (Cok
Baslamal) bir tepeye tirmanma stratejisine baglayan verimli bir hibrid sistemi uygulamislardir. Toplam
mesafenin minimuma indirilmesi, temel amag olarak ele alinmistir. Ileri siiriilen bu melez sistem, toplam
seyahat mesafesine odaklanan yerel arama, tabu arama gibi yontemlerle karsilastirilmis ve bu sistemin
iistiin oldugu ortaya ¢ikmustir.

Woch ve Lebkowski (2009), sirali tavlama benzetimi algoritmasini kullanmislardir. Ampirik kanitlar,
benzetilmis tavlamanin iki kriterli optimizasyon problemlerine basariyla uygulanabilecegini
gostermistir. De Oliveira ve Vasconcelos (2010), zaman pencereli arag rotalama probleminde toplam
mesafenin en aza indirilmesi igin tepe tirmanma ve rastgele yeniden baslama ile tavlama benzetiminin
birlesiminden olusan bir algoritma gelistirmislerdir. Hibrit ¢6ziim hakkinda daha derin bir arastirma
yapmak i¢in, metoda dahil olan farkli parametrelerin davranisini incelemek igin istatistiksel bir analiz
(varyans analizi ve lineer regresyon) uygulanmistir. Taner vd. (2012), tavlama benzetimi ve yinelemeli
yerel arama olmak iizere iki meta-sezgisel yontemi gelistirmislerdir. Algoritmalar, literatiirde en iyi
bilinen yontemlerle karsilastirilmis ve yinelemeli yerel arama algoritmasi optimizasyon sirasinda
bulunan en iyi ¢oztimlerin etrafinda daha yogun ¢ozlimler aramasindan dolay1 tavlama benzetimi
algoritmasindan daha iyi genel sonuglar vermistir.

Moghaddam vd. (2011), yeni bir matematiksel modeli gelistirmisler ve problemin ¢6ziimii igin
benzetimli tavlama yontemini kullanmiglardir. Mahmudy (2014), gelik veya cam gibi bir malzemenin
1s1tildig1 ve daha sonra sogutuldugu tavlamanin fiziksel isleminden ilham alinarak olusturulan tavlama
benzetimi algoritmasini gelistirmislerdir. Komsuluk ¢oziimlerinin etkili bir sekilde arastirilmasi i¢in 6zel
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fonksiyonlar olusturulmustur. Onerilen yaklagim, literatiirde yer alan iyi bilinen kiyaslama problemleri
ile karsilastirilarak degerlendirilmistir.

Yerel Arama Algoritmasi

Yerel Arama meta-sezgiselleri, son zamanlarda ¢ok sayida kombinatoryal sorun igin ¢ok etkili
oldugu kanitlanan kombinatoryal arama ve optimizasyon problemleriyle miicadelede ortaya ¢ikan bir
yontem smifidir. Yerel Arama teknikleri, bir ¢6ziim alaninin yinelemeli arastirmasina dayanir: Her
yinelemede, bir Yerel Arama algoritmas: bir ¢oziimden “komsularindan” birine, yani (bir anlamda)
baslangictaki yakin olan ¢oziimlere adim atar. Bu teknik ailesinin en biiyiik dezavantaji, ¢ok cesitli
sorunlu durumlarda saglamlik eksikligidir. Aslinda, ¢ogu durumda, bu yontemler makul ¢alisma
stirelerinde iyi sonuglar elde etmeyi saglarken, diger durumlarda Yerel Arama teknikleri sézde yerel
minimumda tutulur. Son zamanlarda literatiirde bu sorunun ¢éziimiine yonelik birka¢ yaklasim ortaya
citkmigtir. Bu yaklasimlar, istatistiksel 6zelliklerin kullanilmasindan (6rnegin, ¢6ziim alaninin rastgele
kesfedilmesinden), 6grenme yontemlerinin veya melez tekniklerin uygulanmasina kadar uzanmaktadir
(Di Gaspero, 2003: iv). Yapay zeka uygulamalari, yoneylem arastirmasi, mithendislik ve bioenformatik
gibi alanlarda genis bir uygulamaya sahip olan yerel arama yaklasimi ayni zamanda arag rotalama
problemlerinde de yayginca kullanilmaktadir (Sahin, 2014: 76).

Polacek vd. (2004), bir dizi komsu yapilar1 tanimlamak icin capraz degisim ve i-capraz degisim
operatorlerini kullanarak degisken komsuluk arama felsefesine dayanan bir algoritma tasarlamislardir.
Lin vd. (2006), yerel arama ile tavlama benzetim algoritmasini birlestirerek, optimal ¢6ziimii hizli ve
verimli bir sekilde bulmak i¢in takas ve ekleme yerel aramalar1 kullamilmiglardir. Hashimoto vd. (2008),
araglarin rotalarin belirlemek i¢in 2-opt, or-opt ve ¢apraz degisim olmak tizere standart komsuluklarda
ufak degisiklikler yaparak bir yerel arama algoritmasini kullanmislardir. Taner vd. (2012), tavlama
benzetimi ve yinelemeli yerel arama olmak {izere iki meta-sezgisel yontemi ele almiglardir. Dhahri vd.
(2014), tamsayili dogrusal programlama ve genel degisken komsuluk aramaya iliskin melez bir meta-
sezgisel gelistirmislerdir. Miranda ve Conceigao (2016), yinelenen yerel aramaya dayanan meta-
sezgiselini, en diisiik beklenen maliyetle en iyi rotayr bulmak ve belirli hizmet diizeylerinin
karsilandigini garanti etmek igin tasarlamiglardir.

Karinca Kolonisi Algoritmasi

Coziilmesi zor kombinatoryal problemlerin ¢6ziimii i¢in kullanilan meta-sezgisel tekniklerden birisi
de karinca kolonisi algoritmasidir. Karinca kolonisi algoritmasi, karinca kolonisinin, karinca yuvasindan
yiyecek kaynagina en kisa yolu bulma siirecindeki davramisini taklit eder. S. D. Shtovba’nin tanimina
gore koloninin zeki davranisi sayesinde miimkiin olan temel ilke, elementler arasindaki diisiik seviyeli
etkilesimin bir sonucu olarak kiiresel hedeflere ulagmak i¢in dinamik bir mekanizma kiimesi olarak 6z-
orgiitlenme ilkesidir. Bu etkilesim, herhangi bir merkezi etki ortadan kalkarken sistem unsurlarinin
yalnizca yerel bilgileri kullanmasi anlamina gelir. Bu gibi durumlarda, siirii zekasi, farkl tiirden bir
isbirlik¢i davranmis olarak kabul edilir. Bir karinca kolonisi, aslinda, ajanlari1 temel kurallara gore
etkilesime giren ¢ok ajanli bir sistemdir. Bu nedenle, ajanlarin ilkel davranislarina ragmen, sistemin
davranisi son derece makul ve optimal sartlara yakindir.

Karinca kolonisi algoritmalari, gercek karincalarin davranislarina benzer yapay karincalarin
kullaniomina dayanir. Dogada karincalar arasindaki etkilesim, dogrudan ve dolayl bilgi aktarma
yontemleri kullanilarak gerceklestirilir. Dogrudan yol, bir yiyecegin yani sira gorsel ve kimyasal
temaslarin paylasilmasidir. Dolayli yontem, bazi kimyasal maddelerin (feromon), belirli bir alanda
hapsolmus karincalar tarafindan kullanilmasina dayanir; bu, diger karincalarin hareketinden sonra bir
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iz olarak kalir. Bu tiir bir etkilesim zamanla dagilir ve stigmergy olarak adlandirilir. Stigmergy asagidaki
gibi calisir.

Bir karinca yiyecek ararken rastgele hareket eder ve sabit miktarda feromon birakir. Bagka bir karinca
bu iz ile karsilastiginda ilerleyip ilerlememeye karar vermelidir. Eger onunla birlikte hareket etmeye
karar verirse, kendi feromonu ile mevcut izi giiglendirir, bu da bir sonraki karincalarin bu yolu segmesi
ihtimalini arttirir. Boylece bu yolda ne kadar karinca hareket ederse, o yol diger karincalar icin o kadar
cekici olur. Ek olarak, daha kisa bir rota kullanan karinca hizla karinca yuvasina geri doner ve
feromonunu iki kez birakir. Dolayisiyla feromon kisa yollarda birikir. Ayrica, feromon zamanla
buharlasarak daha az arzu edilen yollarin tespit edilmesini zorlastirir ve dolayisiyla kullanimlarimni
azaltir. Ama yine de, rastgele yol se¢imi karinca kolonisinin alternatif yollar1 tanimlamasina izin verir ve
rotay1 kesen engellerin basarili bir sekilde atlanmasini saglar. Bu, koloni davranisinin adapte olabilirligi
i¢in kosullar yaratir (Zhikharevich vd., 2016: 86). Karincalarin bu yolculuklar1 esnasindaki karar verme
stireci Sekil 6'da ifade edilmistir.
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Sekil 6: Karincalarin Feromonlara Gore Yolculuklarini Segmelerine Karar Verme Siireci
Kaynak: (Ostfeld, 2014: 4)

Karincalar karar verme noktasi olan A noktasinda karsilagtiklarinda bazilar: bir tarafit bazilar ise
diger tarafi rastgele secerler. Bu karincalarin ayni hizda gittigini varsayalim, kisa kenar1 secenler karar
verme noktasia B’ye uzun kenar1 se¢enlerden daha hizli ulasirlar. Tesadiifen kisa tarafi segen karincalar
yuvaya ilk ulasanlardir. Bu nedenle kisa taraf, uzun olandan daha 6nce feromon alir ve bu gercek,
karincalarin kisa yolu secme olasiligini artirir. Sonug olarak, feromon miktari kisa tarafta uzun taraftan
daha ytiiksek hizda birakilir, ¢linkii karincalar kisa tarafi uzun taraftan daha fazla segerler. Sekil 6’daki
kesik cizgi sayisi, yaklasik olarak karinca sayisiyla dogrudan orantilidir. Yapay karinca kolonisi sistemi
de, cesitli optimizasyon problemlerini ¢6zmek i¢in bu karinca kolonisi sistemi ilkesinden yapilir. Ciinkii
feremon karincalarin karar vermesinde bir kilit noktadir (Ostfeld, 2011: 4).

Karinca kolonisi algoritmas: ilk olarak gezgin satict problemine uygulanmasi i¢in tanitilmis ve o
zamandan beri bir¢ok ayrik optimizasyon problemi icin uygulanmistir. Atama problemleri, grafik
renklendirme, maksimum klik problemi, ¢izelgeleme ve dahas: arac rotalama problemleri gibi klasik
problemlere de uygulanmaktadir (Katiyar vd., 2015: 4). Karinca kolonisi algoritmasini ¢oziim yontemi
olarak kullanan ZPARP ile ilgili calismalar asagida ifade edilmistir.

Gambardella vd. (1999), ¢oklu amag fonksiyonunu art arda optimize etmek igin bir yapay karinca
kolonileri hiyerarsisini tasarlamiglardir. Kuo vd. (2004), zaman pencereli ara¢ rotalama problemi igin
yontem olarak karinca kolonisi optimizasyon algoritmasin1i ve zaman degiskenlerini bulanik
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degiskenlere doniistiirmek ve en kisa arag rotasini aramak igin bulanik kiime teorisini kullanmislardir.
Tan vd. (2005), karinca kolonisi algoritmasinin temel isleyisini, iki karinca kolonisine talimat verecek
sekilde iki adimda inga etmislerdir.

Chen ve Ting (2005), gelistirilmis karinca koloni algoritmasi ile tavlama benzetimi algoritmasini bir
araya getirerek melez bir algoritma olusturmuslardir. Gelistirilmis karinca koloni sisteminde 2-opt ve
ekleme olmak iizere iki farkli yerel arama operatorii kullanilmistir. El Hassani vd. (2008), zaman
pencereli ara¢ rotalama problemi icin tavlama benzetimi ile karinca koloni algoritmasinin
birlestirilmesiyle olusturulan melez algoritmanin etkin oldugunu gostermeyi amaglamislardir. Yu ve
Yang (2011), karinca koloni algoritmasinda farkli giinlerde sezgisel bilgi toplamak icin ¢ok boyutlu
feromon matrisi ve algoritmanin performansimi artirmak igin ise iki caprazlama operasyonu
kullanilmistir. Yeni turlarin yerel olarak optimize edilmesini saglamak icin 2-opt algoritmasindan
yararlanilmistir.

Balseiro vd. (2011), problem igin ekleme sezgiselleri ile hibritlestirilmis karinca koloni sistemi
algoritmasin1 sunmuslardir. Ortaya ¢ikan algoritma, birka¢ kiyaslama probleminde bilinen en iyi
sonuglar1 eslestiren veya gelistiren rekabetgi bir sonug vermistir. Yu vd. (2011), tabu arama algoritmasi
ve karinca koloni algoritmasindan olusan melez bir yaklasimi ele almislardir. Karinca koloni
algoritmasinda kullanilan komsu arama, tabu arama isleminde de komsu ¢oziimleri se¢mek igin
kullanilmigtir. Ding vd. (2012), karinca koloni algoritmasimin performansini artirmak icin tasarruf
algoritmas1 ve A-degisim mekanizmasindan yararlanmiglardir. Ekleme sezgiseli ile melezlestirilmis
karinca koloni algoritmasi, yapay zeka sezgiselleri, gelistirilmis genetik algoritma, tavlama benzetimi,
tabu arama gibi yontemlerle karsilastirildiginda, algoritmanin rekabet edilebilir sonuglar dogurdugu
ortaya ¢ikmustir. Gupta ve Diwaker (2017), karinca koloni optimizasyonu ve genetik algoritmanin
birlesiminden olusan yontemi kullanmiglardir. Yontemde, popiilasyon gesitliligini arttirmak ve ¢oziim
alanin1 tamamen genisletebilmek igin genetik algoritmadaki mutasyon operatorleri yer almistir.

Yapay A Kolonisi Algoritmasi

Yapay ar1 kolonisi algoritmasi, 2005 yilinda Karaboga'nin kiiresel niimerik fonksiyon optimizasyonu
icin gelistirdigi, bal aris1 siiriisiiniin yiyecek ararkenki davranigini simiile eden, popiilasyon bazli bir
meta-sezgisel yaklasimdir. Basitligi ve uygulama kolaylig1 nedeniyle, yapay ar1 koloni algoritmasi
stirekli ve ayrik optimizasyon problemlerini ¢6zmek igin yaygin olarak kullanilmaktadir (Neelima vd.,
2016: 1684).

Yapay ar1 koloni algoritmasindaki amag, nektar miktar1 maksimum olan ¢i¢ek parcalarini bulmaktir
(Hussain vd., 2020: 795). Bu algoritma yiyecek kaynaklari olarak adlandirilan bireylerin/ ¢o6ziimlerin bir
popiilasyonunu korur. Popiilasyon, is¢i, gozcii ve kasif arilar olmak iizere {i¢ yapay ar1 grubu tarafindan
geligtirilen SN yiyecek kaynaklarindan olugsmaktadir. Isci arilar grubunda her ar1 belirli bir yiyecek
kaynagima karsilik gelir. Bu ar1 yiyecek kaynaginin konumunu hafizaya alir. Isci arilar en iyi yiyecek
kaynagimi bulabilmek icin yiyecek kaynaginin komsulugunda arama yaparlar. Daha sonra yeni yiyecek
kaynaklar is¢i arilar tarafindan giincellenip, bu yeni yiyecek kaynaklari ile ilgili bilgiyi kovandaki gozcii
arilarla paylasirlar. Gozctii arilar isgi arilardan farkl bir sekilde galisir. Somiirme, gozcii arilar tarafindan
rulet tekerlegi secimi ile gergeklesir. Yani her gozcii ari, islenecek kaliteye gore en iyi yiyecek kaynagin
olasilikla se¢mektedir. Daha iyi bir konum bulmak i¢in secilen yiyecek kaynagi, gozcii arilar tarafindan
gelistirilmektedir. Kasif ar1 olarak adlandirilan yeni bir tiir yapay ar1, arama uzayini arastirmak igin ara
sira gonderilir. Bir yiyecek kaynagy, isci ve gozcii arilar tarafindan belli sayida denemeden (bir kontrol
parametresi olan limit) sonra gelistirilemezse bu yiyecek kaynag: terkedilecek fakir bir yiyecek kaynag:
olarak diisiintiliir ve kasif ar1 tarafindan rastgele {iretilen yeni bir yiyecek kaynagi ile bu yiyecek kaynagi
yer degistirir. Yapay ar1 koloni algoritmasinda durdurma kriteri karsilanincaya kadar tekrarlamali bir
sekilde ii¢ cesit yapay ar1 grubu ¢6ziim alanini aramak icin gonderilir. Baslangicta isci arilarin sayisi ve
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gozcii arilarin sayisi, yiyecek kaynaklarinin sayisina yani SN popiilasyon biiyiikliigiine esittir (Li ve
Yang, 2016: 363). Bu algoritma kullanilarak zaman pencereli ara¢ rotalama problemi icin yapilan ¢ok
sayida calisma asagida belirtilmistir.

Igbal (2012), bal arilarinin yiyecek ararkenki zeki davrarnislarindan esinlenen yeni ve etkili meta-
sezgisellerden yapay ar1 koloni algoritmasimi esnek zaman pencereli ara¢ rotalama problemine
uyarlamigtir. Yaklasimin performansi, literatiirde bilinen en iyi yontemler ile karsilastirilmis ve
algoritmanin, makul bir siire i¢cinde daha kaliteli ¢oziimler elde ettigi ortaya ¢ikmistir. Shi vd. (2012),
global arama kapasitesini artirmak icin kullanilan turnuva segim stratejisi ile yapay ar1 koloni
algoritmasinin birlesiminden olusan bir sezgiseli ileri siirmiislerdir. Nikolic vd. (2013), problemi ¢6zmek
i¢in ar1 koloni optimizasyon meta-sezgiselinden yararlanmislardir. Baslangi¢ ¢6ziim (baslangig rotalar)
i¢in basit ekleme sezgiseli kullanilmistir. Rotadaki ilk diigtim rastgele bir sekilde belirlenmis, bundan
sonra, diger tiim diigiimler ekleme maliyetine gore rotaya yerlestirilmistir. Sonuglardan, yontemin test
edilmis tiim iyi bilinen referans 6rnekleri icin yiiksek kaliteli ¢dziim tiretebilecegi ortaya ¢tkmustir.

Jawarneh ve Abdullah (2015), bal arilarinin sosyal iletisim modellerini taklit eden popiilasyon tabanli
bir algoritma olan ar1 kolonisi optimizasyonunu probleme uyarlamislardir. Algoritmanin performansi
parametrelerine baghdir, bu yiizden etkinligini ve saglamhigini artirmak igin ¢evrimigi (kendinden
uyarlamall) parametre ayarlama stratejisi kullanilmistir. Baslangi¢ ¢6ziim greedy sezgiseli kullanilarak
tretilmistir. Ayrica, ¢oziimiin kalitesi ve ¢oziimii bulmak icin gereken hesaplama siiresi agisindan ¢ok
etkili olan sirali ekleme sezgiseli kullanilmistir. Uyarlanan algoritma, temel ar1 kolonisi optimizasyonu
algoritmasi ile karsilastirilmis ve bu algoritma, arag sayisi ve ortalama 31 siirlis mesafesi bakimindan
daha iyi performans gostermistir. Alzagebah vd. (2016), temel yapay ar1 koloni algoritmasinin kasif ar
asamasi boyunca giiclii bir kesif gerceklestirme yeteneginden yoksun olmasindan dolay: kesfedilen
arilarin listesinin azami deneme sayisimi (limit) asan ¢Oziimleri ezberleyebilmesi icin terkedilmis
¢oziimlerin bir listesinin tanimlandig1 bir gelistirilmis yapay ar1 koloni algoritmasini nermislerdir.
Hesaplamali sonuglar, gelistirilen algoritmanin, orijinal algoritmadan daha iyi performans gosterdigini
ve literatiirdeki en iyi bilinen sonuglarla karsilastirildiginda iyi ¢oziimler {irettigini gostermistir.

Yu vd. (2016), Cin'in Dalian kentinde, zaman pencereli ara¢ yonlendirme problemi olarak
tanimlanabilecek gercek bir bati tarzi yiyecek dagitim problemini ele almuslardir. Problem igin bir
tamsayili dogrusal model ve problemi ¢6zmek icin bir ¢aprazlama islemi ve bir mutasyon islemi ve
uyarlanabilir bir strateji olarak adlandirilan yeni bir stratejiye sahip bir yapay ar1 koloni algoritmasi
gelistirilmistir. Caprazlama operatorii yeni daha iyi bir yiyecek kaynagi iiretmek icin, mutasyon
operatorii ise yiyecek kaynaginin gesitliligini korumak igin kullanilmistir. Toplam uzaklik ve hesaplama
zamani agisindan orijinal yapay ar1 koloni algoritmasi ile karsilastirildiginda en iyi sonuglari elde
etmistir. Mao vd. (2016), belirsiz zamana bagli esnek zaman pencereli ara¢ rotalama probleminde hem
ulasim maliyetlerini (toplam seyahat mesafesi ve arag sayisi) hem de servis maliyetlerini (erken ve geg
gelenler) dikkate alan yeni bir matematiksel model gelistirmislerdir. Problemi ¢6zmek igin yapay ar1
koloni algoritmasimnin bir cesidi kullanilmistir. Isci ve gozcili ar1 evresinde sOmiirii arastirmasinda
komsuluk yapisi olarak bir insert operatorii tasarlanmistir. Kasif ar1 evresinde ise yeni ¢6ziim elde etmek
icin swap-reverse operatorii kullanilmistir. Hesaplamali sonuglar, bu yaklasimin uygulanabilirligini
gostermistir.

Yao vd. (2017), yapay ar1 koloni algoritmasinin performansini, ¢aprazlama islemine ve tarama
stratejisine dayanan yerel bir optimizasyonla gelistirmislerdir. Klasik zaman pencereli ara¢ rotalama
problemi deneyinde en iyi bilinen ¢6ziim ile yapilan karsilastirma, algoritmanin yetenegini
dogrulamistir. Worawattawechai (2017), yapay ar1 koloni algoritmasini gelistirerek zaman pencereli geri
doniis yiiklemeli arag rotalama problemine uygulamislardir. Baslangic ¢oziimii (yiyecek kaynagi), rulet
tekerlegi secimli en yakin komsu metodu tarafindan olusturulmustur. Ayrica, algoritmada gozcii arilar
i¢in sirali arama, A-degisim teknigi ve 1-hareketli rota i¢i degisimin birlesiminden olusan yasakl bir liste
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olan {ig strateji Onerilmistir. Kiiciik ve orta biiytiikliikteki problemler icin algoritmanin performansinin
daha iyi oldugu hesaplamali sonuglardan ortaya ¢ikmigstir. Alzagebah vd. (2018), zaman pencereli arag
rotalama problemi igin arilar algoritmasinin kullanimini ve algoritmanin gii¢lii ve zayif yonlerini
incelemislerdir. Ele aldiklar1 arilar algoritmasinin kaliteli ¢oziimler {irettigi, literatiirdeki en modern
yaklasimlarla karsilastirilabilir ¢oziimler tiretebilecegi yapilan testlerce anlagilmistir.

Tuntitippawan ve Asawarungsaengkul (2018), zaman pencereli geri doniis yiiklemeli ara¢ rotalama
problemi icin A-degisimi ve 2-opt yerel aramalar ile birlestirilen yapay ar1 koloni algoritmasin
kullanmislardir. Baslangic ¢oziimler, en yakin komsu sezgisel odakls, rasgele agirlikli zaman tarafindan
dretilmistir. Komsuluk arama mekanizmalar1 olarak A-degisim ve 2-opt kullanilmistir. Yerel aramali
yapay ar1 koloni algoritmasi, genetik algoritma, diferansiyel bir evrim yaklasimi ve hibrit bir meta-
sezgisel gibi yontemlerle karsilastirildiginda algoritmanin performansimmin daha iyi oldugu ortaya
cikmistir. Chen ve Zhou (2018), ti¢ gesit komsuluk arama yontemi kullanilmislardir. Lider ar1 ve takipgi
ar1 arama evresinde, tekli arama modunu algoritmanin optimizasyon derinligini artiran {i¢ yonlii bir
arama yontemine doniistiirtilmiistiir. Kasif ar1 tarafindan {iretilen yeni gida kaynaklar1 igin ¢ok sayida
komsuluk arastirmasi yapilmasi ve bir sonraki tekrarlamaya devam edilmesi, yeni gida kaynaklarimin
hayatta kalmasini ve popiilasyonlarin gesitliligini arttirmistir. Simiilasyon deneylerinden, gelistirilmis
ayrik yapay ar1 koloni algoritmasinin biiyiik 6lgekli zaman pencereli arag rotalama problemlerini
¢bzmede belirgin avantajlara sahip oldugu anlasilmistir. Kantawongq ve Pravesjit (2020), ¢alismalarinda
bulanik teknik, daginik arama yontemi ve SD-tabanli se¢im yontemini yapay ar1 kolonisi algoritmasi ile
birlestirerek probleme uygulamislardir. Karsilastirmali sonuglardan algoritmanin, diger algoritmalara
kiyasla iyi sonuglar verdigi sonucu elde edilmistir.

Pargacik Siirii Optimizasyon Algoritmasi

Parcacik siirti optimizasyonu, Eberhart ve Kennedy tarafindan 1995 yilinda ortaya atilan siiriiyti
temel alan stokastik bir optimizasyon teknigidir (Wang vd., 2018: 387). Parcacik siirii optimizasyonunda
bir ¢6ziim, bir pargacik olarak temsil edilir ve ¢oziimlerin olusturdugu populasyona pargacik siiriisii
denir. Her pargacigin konum ve hiz olmak tizere iki 6nemli 6zelligi vardir. Her pargacik, hiz1 kullanarak
yeni bir konuma hareket eder. Yeni bir konuma ulasildiginda, her parcacigin en iyi konumu ve stirtiniin
en iyi konumu gerektigi sekilde giincellenir. Her parcacigin hiz1 daha sonra pargacigin deneyimlerine
dayanarak ayarlanir. Islem, bir durdurma kriteri karsilanana kadar tekrarlanr.

Her parcacik rastgele bir konum ve hiz ile baslatilir. Sonra her parcacik uygunluk degeri agisindan
degerlendirilir. Bir uygunluk degeri her hesaplandiginda, parcacigin 6nceki en iyi uygunluk degeri ve
tiim siiriintin 6nceki en iyi uygunluk degeri ile karsilagtirilir ve uygun oldugunda kisisel en iyi ve kiiresel
en iyi pozisyonlar giincellenir. Bir durdurma kriteri karsilanmazsa, hiz ve konum yeni bir siirii
olusturmak icin giincellenir (Kachitvichyanukul, 2012: 217). 1995ten bu yana pargacik siirii
optimizasyon algoritmasi, kiiresel optimizasyon problemlerini ¢6zmek i¢in en umut verici optimizasyon
tekniklerinden biri olarak ortaya ¢ikmistir (Pant vd., 2009: 101). Kiiresel optimizasyon problemlerinden
biri olan zaman pencereli ara¢ rotalama probleminin ¢oziimiinde bu yontemi ele alan ¢alismalar
mevcuttur.

Liu vd. (2009), melez bir parcacik siirii optimizasyon algoritmasmnui ileri stirmiislerdir. Yazarlar,
algoritmay1 gelistirmek icin hem genetik algoritmadaki ¢aprazlama operatoriinii hem de seviye kiime
teorisini kullanmiglardir. Deneysel karsilastirma sonuglari, algoritmanin performansinin, parcacik siirii
optimizasyonu, genetik algoritma ve paralel pargacik siirii optimizasyon yontemlerinden daha iistiin
oldugunu ve ayrik birlestirme problemlerini ¢6zmek icin etkili bir yaklasim olacagini gostermistir. Ai ve
Kachitvichyanukul (2009), parcacik siirli optimizasyon algoritmasinin performansini degerlendirmek
icin hesaplama siiresi ve ¢oziim kalitesi olmak {izere iki kriter dahil etmislerdir. Hesaplamali
deneylerden ileri siiriilen algoritmanin zaman pencereli ara¢ rotalama problemini ¢dzmek igin etkili
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sonuglar verecegine ulasilmistir. Marinakis vd. (2019), ileri stirdiikleri ¢oklu adaptif parcacik siirii
optimizasyon algoritmasinda; ag gozlii rastgele adaptif arama, adaptif kombinaoryal komsuluk topolojisi
ve parcacik siirli optimizasyon algoritmasi olmak tizere 3 farkl1 adaptif strateji kullanmislardir.

Ates Bicegi Algoritmasi

Atesbocegi algoritmasi, neredeyse optimizasyon ve miihendislik problemleri igin hizli gelisen
evrimsel zekalardan biridir. Atesbdcegi, bir biyoliiminesans islemi tarafindan tiretilen ¢cogunlukla kisa
ve ritmik flaslar {ireten bir bocektir. Yanip sonen 1s181n islevi, ortaklar: (iletisimi) cekmek ya da potansiyel
av1 ve avciya kars1 koruyucu bir uyar1 almaktir. Dolayisiyla 15181 bu yogunlugu atesboceklerinin diger
ategsboceklerine dogru hareket etmesinin faktoriidiir. Isik yogunlugu, seyircinin gozlerinden uzakta
degismektedir. Uzaklik arttik¢a 1s1k yogunlugu azalmaktadir. Isik yogunlugu ayni zamanda havanin
cevreden etkilenmesinin etkisi, boylece uzaklik arttikca yogunluk daha az ¢ekici hale gelir. Algoritmanin
ii¢ idealize kurali asagidaki gibidir (Ali vd., 2014: 1732):
i. Ategbocekleri cinsiyetten bagimsiz olarak birbirlerine dogru cekilir.
ii. Ategboceklerinin gekiciligi, atesboceklerinin parlakligs ile iliskilidir, dolayisiyla daha az gekici

atesbocekleri daha gekici atesbdceklerine dogru ilerleyecektir.

iii. Ategboceklerinin parlakligr objektif fonksiyonuna baghdur.

2007 yilinda Cambridge Universitesinde Dr. Xin-She Yang tarafindan gelistirilen bu yontem,
pargacik siirii optimizasyonu, yapay ar1 koloni optimizasyonu ve bakteriyel yiyecek arama algoritmalar1
gibi siirii zekasina dayanan diger algoritmalarla birgok benzerlige sahip olsa da, aslinda hem kavram
hem uygulama agisindan ¢ok daha basittir. Ayrica, cok verimlidir ve bircok optimizasyon problemini
¢ozmek igin genetik algoritmalar gibi diger geleneksel algoritmalardan daha iyi performans
gosterebilmektedir (Apostolopoulos ve Vlachos, 2011: 8-9). Ornegin; Pan vd. (2013), ates bocegi
algoritmasinin temel prensiblerini ve algoritma siirecini ayrintili bir sekilde inceleyerek, algoritmanin
isleyisini ve ¢oziim basamaklarini zaman pencereli ara¢ rotalama problemi icin tasarlamislardir.
Kiyaslama testinden ve literatiirdeki diger test 6rneklerinden, zaman pencereli ara¢ rotalama igin ates
bocegi algoritmasinin gegerliligini kanitlayan iyi ciktilar elde edilmistir. Aggarwal ve Kumar (2018),
gelistirmis olduklar1 ates bocegi algoritmasinda iki ates bocegi arasindaki uzakligi Chebyshev metodunu
kullanarak hesaplamislardir. fleri siirmiis olduklar1 bu metotla problem icin en yakin sonuglar1 elde
etmiglerdir.

Yarasa Algoritmasi

Yarasa algoritmasi, yeni siirli zeka temelli bir meta-sezgisel algoritmadir. Yang tarafindan 2010
yilinda gelistirilmistir. Mikro yarasalarin yiiksek sesle ve degisen titresim emisyonu ile yiyecek ararkenki
davraniglarindan esinlenilmistir (Kongkaew, 2017: 642). Yarasadan ilham alan bu yaklasim, optimum
aramada mikro yarasalarin gelismis girtlak yankilarimi taklit eder. Diger yerel arama algoritmalarmna
kiyasla yarasa algoritmasi en belirgin 6zelliklere sahiptir:

e (Cozlim gesitliligini genisletmek icin bir frekans ayarlama stratejisi kullanilir;

e Arama hareketlerinde arama ve somiirme faktorleri giiglii bir sekilde iliskili oldugundan bu iki
faktor arasindaki dengeyi saglamak igin otomatik zoom kullanilir.

Yarasa algoritmasinin bugiine kadar yapilan birka¢ son derece basarili uygulamalar1 vardir (Wang
vd., 2018: 117). Bu uygulamalar problem 6zelliklerine gore; cizelgeleme, tahsis, tesis diizeni tasarimi,
rotalama ve ¢oklu problem kombinasyonu olmak tiizere bes gruba ayrilabilir (Kongkaew, 2017: 644).
Bunlar arasinda arag rotalama probleminin bir uzantisi olan zaman pencereli arag rotalama problemine
yonelik yapilan ti¢ calisma asagida belirtilmistir.
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Taha vd. (2017), ZPARP igin ileri stirdiikleri genis komsuluk aramali yarasa algoritmasiyla, genis
komsuluk aramanin yok etme ve onarma paradigmasimi kullanarak ayrik yarasa algoritmasinin
performansini arttirmis ve yarasanin ¢oziim alaninin biiyiik bir boliimiinii kesfetmesini saglamiglardir.
Osaba vd. (2018), yarasa algoritmasini rastgele yeniden yerlestirme operatorlerini kullanarak ZPARP'ne
uyarlamiglardir. Gelistirmis olduklar: bu yontemle, etkili ve elverisli sonuglar elde edilmistir. Pratiwi vd.
(2018), yarasa algoritmasini tavlama benzetimi ile melezlestirmislerdir. Toplam uzakligin minimum
olmasinda ileri stirmiis olduklari algoritmanin elverisli oldugu yapilan testler sonucunda ortaya
cikmustir.

Harmoni Arama Algoritmasi

Harmoni Arama yoOntemi, miizisyenlerin harmoni dogaglamalarinin temel ilkelerinden ilham
alarak olusturulan bu yontem Geem vd. (2001) tarafindan Onerilmistir. Algoritma basit olmakla
beraber, arama verimliliginin ayirt edici 6zelliklerine sahiptir. Harmoni arama algoritmasi, baslangi¢
popiilasyonunu harmoni vektorlerinden rastgele olacak sekilde olusturarak harmoni hafizasinda depo
eder. Hafiza ¢Oziimleri, ayar diizeltmesi ve rastgele se¢cim gibi yontemler kullanilarak harmoni
hafizasindaki ¢6ztimlerden yeni harmoni olusturulur. Sonra, aday vektor, en kotii vektor ile giincelleme
operatorii yardimiyla kiyaslanir ve aday vektor gilincellenir. Bu siireg belirli bir iterasyon adedince tekrar
edilir.

Basitligi ve uygulama kolayli$1 nedeniyle son yillarda, fonksiyon optimizasyonu, mekanik yap1
tasarimi, boru ag1 optimizasyonu ve veri siniflandirma sistemlerinin optimizasyonu gibi alanlarda
basariyla kullanilmis ve bir¢cok optimizasyon problemleri igin dikkat gekici bir algoritma haline
gelmistir.(Akkoyunlu ve Engin, 2011: 142; Gao vd., 2015: 1). Bu optimizasyon problemlerinden olan
zaman pencereli arag rotalama problemine de uygulanmis ¢alismalar mevcuttur. Bunlardan Yassen vd.
(2015), yerel arama algoritmas: ile melezlestirilen bir meta-harmoni algoritmasin ele almislar ve
problemin ¢oziimiinde kullanmiglardir. Yassen vd. (2017), uyarlanabilir bir melez harmoni arama
algoritmasini tasarlamiglardir. Chen vd. (2017), degisken komsuluk arama sezgiseli ile harmoni arama
algoritmasini birlestirerek dinamik zaman pencereli ara¢ rotalama problemine uyarlamislardir. Maleki
vd. (2017), melez kendinden uyarlamali kiiresel en iyi harmoni arama algoritmasin ele almiglardir.
Somdirii kapasitesini arttirmak i¢in tasima, yer degistirme, son miisteri degisimi, or-opt, 2-opt ve capraz
degisim operatorii olmak iizere 6 yerel arama komsuluk operatorlerini kullanilmistir.

Kurbaga Sicrama Algoritmasi

Kurbaga sigrama algoritmasi, azami miktarda kullanilabilir gidayr bulmak icin yer bulma
arayisindayken bir grup kurbagalarin memetik evrimini taklit eden bir meta-sezgisel optimizasyon
yontemidir (Luo ve Chen, 2014: 2536). Kurbaga popiilasyonu, topluluktaki kurbagalarin tamaminin bir
araya gelmesiyle olusur. Popiilasyondaki kurbagalarin her biri problem icin olas1 bir ¢éziime kargilik
gelir. Her kurbaganin uygunluk degeri algoritmada ifade edilen kisit ve degiskenlere gore belirlenir.
Kurbaga popiilasyonunun rastgele olusturulmasiyla algoritma baglar. Rastgele olusturulan
popiilasyonun uygunluk degerleri hesaplanir ve sirali bir sekilde gruplara ayrilir. Her bir grup
birbirinden bagimsiz bir sekilde memetik evrime belirli bir iterasyon adedince tabi tutulur. Iyi degerlere
sahip bireylerin etkisinin kotii bireylerden daha fazla olmasi bu evrimde amaclanir. Bu nedenle memetik
evrim agsamasinda se¢cme islemi yapilmadan 6nce her kurbagaya bir secilme katsayisi verilir. Gruplar
kendi iclerinde sonuglar1 bulur ve bu sonuglar baz alinarak popiilasyonun yeni ve farkli gruplara ayrilma
islemi gergeklestirilir. Boylece kurbagalarin sahip olduklar1 memetik bilgi, global seviyede paylasilir ve
en iyi ¢oziime yavas yavas yaklasilmaktadir (Karakoyun, 2015: 24-25).

Luo ve Chen (2014), ¢cok depolu zaman pencereli ara¢ rotalama problemi ve ¢ok depolu kapasiteli
ara¢ rotalama probleminin ¢oziimiinde ¢ok asamali kurbaga sigrama algoritmasini kullanmislardir.
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Deney sonuglar: algoritma ile kisa stirede yiiksek nitelikli sonuglarin elde edildigini ortaya ¢ikarmaistir.
Kombinatoryal optimizasyon problemlerinden ZPARP'ne yonelik bu yontemi kullanarak ¢oziim
bulmay1 amagclayan bir diger ¢alisma Luo vd., (2015) tarafindan yapilmistir. Problemi etkili bir sekilde
ele almak icin melez bir kurbaga sigrama algoritmasindan faydalanmislardir. Coziimlerin kalitesini
artirmak ve niifusa daha fazla gesitlilik getirmek icin degistirilen klon se¢im prosediirii kullanilmistir.
Ileri siiriilen yaklasim, daha once kullanilan algoritmalarla karsilastirilmis ve algoritmanin hem
hesaplama verimliligi hem de ¢6ziim kalitesi agisindan etkili performansi gosterilmistir.

Memetik Algoritma

Memetik algoritmalar, popiilasyon tabanli arama (evrimsel tekniklerde oldugu gibi) ve yerel arama
(tepe-tirmanma tekniklerinde oldugu gibi) gibi farkli algoritmik ¢oziiciilerden alinan fikirlerin sinerjistik
kombinasyonuna dayanan optimizasyon teknikleridir. “Memetik algoritmalar” in (MA) genel degeri,
genis bir meta-sezgisel smifini (yani, altta yatan bir sezgisel yontemi yonlendirmeyi amaclayan genel
amacl yontemler) kapsayacak sekilde kullanilir. Metot bir ajan popiilasyonuna dayanir ve gesitli
problem alanlarinda ve ozellikle de NP-zor optimizasyon problemlerinin yaklasik ¢oziimii i¢in pratik
basarist oldugu kanitlanmistir. Geleneksel evrimsel hesaplama yontemlerinden farkli olarak, Memetik
Algoritma'lar galisilan problemle ilgili mevcut tiim bilgileri kullanmaktan dogal olarak sorumludur.
MA'larin basarisi muhtemelen dahil ettikleri farkli arama yaklasimlarinin sinerjisinin dogrudan bir
sonucu olarak agiklanabilir (Moscato ve Cotta, 2010: 141-142).

Nagata vd. (2010), etkili bir memetik algoritmay ileri siirmiislerdir. Burada, ¢apraz kenar montaj,
zaman penceresi kisitlamasi ile basa ¢ikmak igin 6zellikler dahil edilerek zaman pencereli arag rota
problemine adapte edilmistir. Komsuluk operatdrleri olarak 2-opt, or-degisim, yer degistirme ve degisim
operatorlerinin alt komsuluklar icin farkli versiyonlar1 kullanilmistir. Bu yaklasimin daha etkili oldugu
yapilan testler sonucunda anlasilmistir. Nalepa ve Blocho (2016), cografi olarak dagimik bir dizi
miisteriye hizmet vermek igin rota planinda harcanan toplam mesafeyi en aza indirme amacina sahip
problemin ¢6ziimii ig¢in uyarlanabilir bir memetik algoritmay:r sunmuslardir. Coziim alaninin
kesfedilmesini ve kullanilmasimi dengelemek icin yeni bir uyarlanabilir se¢im plani Onerilmistir.
Kargilagtirmali sonuglardan algoritmanin ¢ok rekabetci oldugu anlasilmastir.

Bakteriyel Yiyecek Arama Algoritmasi

Bakteriler yiyecek arama programi, program yiiriitme ilerledikge ve gittikge daha iyi bir uygunluga
(daha az maliyet islevi) yol agtik¢a, programin her yinelenen adimimdan sonra maliyet fonksiyonunu
tahmin eden evrimsel bir algoritmadir. Optimize edilecek parametreler bakterilerin koordinatlarin
(konumunu) temsil eder. Parametreler istenen aralikta ayristirilir, bu ayrik degerlerin her biri uzay
koordinatlarinda bir noktay: temsil eder. Sonra her noktada bir bakteri konumlandirilir (yaratilir). Her
asamali adimdan sonra bakteriler yeni pozisyonlara hareket eder (yeni koordinat degerleri) ve her
pozisyonda maliyet fonksiyonu hesaplanir ve daha sonra bu hesaplanan maliyet fonksiyonu degeri ile,
bakterilerin daha fazla hareketine maliyet fonksiyonunun yoniiniin azaltilmasiyla karar verilir. Bu
nihayet bakterileri en yiiksek uygunlukta bir pozisyona (optimizasyon parametreleri kiimesi) gotiiriir
(Sharma vd., 2012: 9).

Niu vd. (2012), dogrusal olmayan azalan bir tistel modiilasyon modeli ile gelistirilmis bakteriyel
yiyecek arama algoritmasini kullanmiglardir. Algoritmanin iistiinliigii diger bakteriyel yiyecek arama
algoritmalari ile karsilagtirildiginda ortaya ¢ikmigtir. Tan vd. (2015), zamanla degisen kemotaksis adim
uzunlugu ve adaptif kapsamli 6grenme bakteriyel yem arama optimizasyonu olarak adlandirilan
kapsamli 6grenme stratejisi ile birlikte bakteriyel yem arama optimizasyonu algoritmasinin bir
varyantini 6nermislerdir. Algoritmanin arastirilmasi ve kullanilmasi arasinda iyi bir denge saglamak icin
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uyarlamali, dogrusal olmayan bir sekilde azalan modiilasyon modeli kullanilmistir. Yontem, ¢oklu mod
problemlerini ¢6zmede 6nemli 6l¢lide daha iyi performans gostermistir.

Evrimsel Algoritma

Evrim, ¢evreye uyum saglama ve genetik bilgilerin sonraki nesillere aktarilmasi olayidir. Darwin
(1859) dogal evrimi yonlendiren iireme, dogal secilim ve bireylerin cesitliligi olmak tizere ii¢ temel ilke
belirlemistir. Dogal evrimin bu 6zellikleri, biyolojik evrimi ve dogal secilimi taklit eden genis bir evrimsel
algoritma smifina giris bulmustur. Evrimsel algoritma (EA) terimi, dogal evrim siirecini simiile eden bir
stokastik optimizasyon yontemleri sinifin1 ifade eder. Genel olarak, bir Evrimsel Algoritma (EA), bir
secim siirecinden gecgen ve genetik operatorler tarafindan manipiile edilen bir dizi ¢6ziim adayinn
muhafaza edilmesiyle karakterize edilir. Dogal evrime benzer sekilde, ¢6ziim adaylarina birey, ¢6ziim
adaylar1 kiimesine de popiilasyon adi verilir. Her birey, problemdeki olasi bir ¢oziimii temsil eder.
Bununla birlikte, bir birey bir karar vektorii degildir, bunun yerine optimizasyon probleminin ¢oziimiinii
uygun bir yapiya, Ornegin gercek degerli bir vektore dayali bir karar vektoriine kodlar. Kodlanmis
¢oztimii (kromozom) tutan veri yapisinin her bir alt boliimiine gen denir ve genellikle tek bir
parametrenin degerini kodlar. Secim, adaylarin (ebeveynlerin) uygunluk degerlerine gore yeniden
birlestirme icin secildigi bir siiregtir. Burada uygunluk, ¢6ziim uzayin kesfederken maksimize edilecek
kar, fayda veya iyilik Olgiisiinii ifade eder. Rekombinasyon (veya c¢aprazlama) ve mutasyon, mevcut
olanlardan arama uzayinda yeni ¢oziimler iiretmeyi amaglayan genetik operatorlerdir. Caprazlama
operatorii, belirli sayida ¢ocuk (yavru) olusturmak igin belirli sayida ebeveynden gelen bilgileri
birlestirir. Buna karsilik, mutasyon operatorii, belirli bir olasiliga (mutasyon hizi) gore iligkili karar
vektorlerindeki (tipik olarak) kiiclik parcalari rastgele degistirerek bireyleri degistirir.

Yukaridaki kavramlara dayali olarak, dogal evrim yinelemeli bir hesaplama siireci ile simdiile edilir.
Baslangigta, eldeki bir problem icin bir aday ¢oziim popiilasyonu olusturulur. Bu genellikle ¢6ztim
uzayindan rastgele ornekleme ile gerceklestirilir. Daha sonra ebeveyn degerlendirmesi (uygunluk
atamasi), se¢im, rekombinasyon ve/veya mutasyondan olusan bir dongii belirli sayida yiiriitiiliir. Her
dongii yinelemeye bir nesil denir ve bazi yakinsama kriterleri veya kosullar1 karsilandiginda arama
durdurulur. Bu tiir kriterler, 6rnegin, maksimum nesil sayisina veya benzer bireylerden olusan homojen
bir popiilasyona yakinsamaya karsilik gelir.

EA’larin kokenleri 1950'lerin sonlarna kadar uzanabilir ve 1970’lerden bu yana basta genetik
algoritmalar, evrimsel programlama ve evrim stratejileri olmak tizere cesitli evrimsel metodolojiler
Onerilmistir. Tim bu yaklasimlar bir dizi aday ¢6ztim {izerinde calisir. Ayrica, EA’lar ¢ok amagh
optimizasyon icin 6zellikle uygun goriinmektedir, ¢linkii tek bir simiilasyon ¢alismasinda birden ¢ok
pareto-optimal ¢6zliimii yakalayabilmektedirler ve rekombinasyonla ¢oziimlerin benzerliklerinden
faydalanabilmektedirler.

Cok amagh optimizasyonda evrimsel algoritmalarin (EA) uygulanmasi, gesitli ge¢mislere sahip
arastirmacilar tarafindan artan ilgi gormektedir (Bhargava, 2013: 31; Braysy vd., 2004: 5-6). Bunlar
arasinda Tan vd. (2006), ZPARP icin 6zel genetik operatorler ve degisken uzunluklu kromozom temsili
ile melezlestirilen ¢ok amagh evrimsel algoritmay1 ele almiglardir. Bu yaklasimin literatiirde yer alan
mevcut en iyi yaklasimlardan daha iyi sonug verdigi yapilan testlerce anlasiimistir. Creput vd. (2007),
evrimsel yaklasimda kendi kendini organize eden haritalarla probleme ¢6ziim bulmaya ¢alismislardir.
Najera ve Bullinaria (2011), ¢cok amagh evrimsel algoritmayr ZPARP'nin ¢6ziimii igin gelistirmislerdir.
Elde edilen sonuglar gelistirilen bu yaklagimin iyi bilinen evrimsel algoritmalardan daha iyi oldugunu
ortaya ¢ikarmistir.
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Yusufcuk Algoritmasi

Yusufcuk algoritmasi, 2016 yilinda Griffith Universitesi'nde Mirjalili tarafindan gelistirilmistir. Siirii
zekasina dayanan bir meta-sezgisel algoritma olan bu teknik, dogadaki yusuf¢uklarin statik ve dinamik
davranislarindan esinlenmistir. Arama ve somiirme, optimizasyonun iki ana asamasidir. Bu iki asama,
dinamik olarak veya statik olarak yiyecek arayan veya diismandan kag¢mnan yusuf¢uklar tarafindan
modellenmistir. Besleme, optimizasyonda statik bir siirii olarak modellenir; go¢ dinamik bir stirii olarak
modellenmistir. Craig ve Hart'a gore, siiriilerin {i¢ 6zel davranis1 vardir: ayirma, hizalama ve uyum.
Burada, ayirma kavramy, siiriilerdeki bir bireyin komsusu ile statik ¢arpismay1 6nledigi anlamina gelir.
Hizalama, ajanlarin komsu bireylerle eslesme hizini ifade eder. Son olarak, uyum kavrami bireylerin
stiriiniin merkezine dogru egilimlerini gosterir. Yusufguk algoritmasindaki bu {i¢ temel davranisa iki ek
davranis eklenir: yiyecege dogru hareket etmek ve diismandan kaginmak. Bu davraniglar: algoritmaya
eklemenin nedeni, her siiriiniin temel amacinin hayatta kalmasidir. Bu nedenle, tiim bireyler gida
kaynaklarina dogru ilerlerken, ayn1 zamanda diismandan kaginmalidirlar (Aci ve Giilcan, 2019: 2-3).

En son siirii tabanh algoritmalardan olan bu yaklasim, makine 6grenimi, goriintii isleme, kablosuz
ve ag uygulamalar: ve diger baz1 alanlarda bir¢cok problemi optimize etmek i¢in kullanilmistir (Rahman
ve Rashid, 2019: 2-9). Bu optimizasyon problemlerinden olan ZPARP i¢in yapilan ¢alismadan biri Liu
vd., (2019) tarafindan yapilan calismadir. Yusufcuk algoritmasmi probleme uyarlamiglardir. Bu
uyarladiklar1 algoritmanin etkili oldugu yapilan simiilasyon deneylerinden anlasilmistir. Gunawan
(2020), yusufcuk algoritmasinin ¢6ziim kalitesi acisindan fil siiriisii optimizasyonundan daha iyi sonug
verdigini yaptig1 calismada ispatlamstir.

Guguk Kugu Arama Algoritmasi

Guguk kusu arama algoritmasi, guguk kuslarimin dogal davranislarindan ilham alan Yang ve Deb
tarafindan 2009 yilinda gelistirilen siirii zeka temelli bir meta-sezgisel algoritmadir (Fister Jr. vd., 2013:
390). Guguk kuslari, kulugka parazitleri (kulugka asalaklig1) kuslaridir. Asla kendi yuvasini inga etmez
ve yumurtalarim bagka bir konak¢i kusun yuvasina koyar. Guguk kuslar1 en iyi bilinen bir kulugka
parazitidir. Baz1 ev sahibi kuslar, davetsiz misafir guguk kusu ile dogrudan baglant1 kurabilir. Ev sahibi
kus, yumurtalar1 olmayan yumurtalar1 tanimlarsa, o yumurtalar1 yuvalarindan uzaga firlatir veya
yuvalarindan kurtulur ve yeni bir yuva olusturur. Bir yuvada, her yumurta bir ¢oziimii temsil ederken,
guguk kusu yumurtas: ise yeni ve iyi bir ¢oziimii temsil eder. Elde edilen ¢6ziim, var olan1 ve bazi
ozelliklerin degisikliklerini temel alan yeni bir ¢6ziimdiir. En basit formda, her yuvada birden fazla
yumurta vardir ve bunlarin bir tanesi bir dizi ¢6ztimii temsil eden guguk kusu yumurtasidir (Pentapalli
ve Varma P. 2016: 556). Guguk kusu aramasi, asagida ii¢ idealize edilmis kural kullanilarak
tanimlanabilir:

e  Her guguk kusu her seferinde bir yumurta yumurtlar ve yumurtasini rastgele segilen yuvaya birakir;

e Yiiksek kalitede yumurta iceren en iyi yuvalar gelecek nesillere taginur;

e  Mevcut ev sahibi yuvalarinin sayist sabittir ve bir guguk kusu tarafindan yumurtlanan yumurta, ev
sahibinin dogurma olasilig1 pa€[0,1] ile bulunur.

Her guguk kusu rastgele secilen bir yuvaya ayrilan bir zamanda tek bir yumurta birakir. Mitkemmel
kalitede yumurtalar1 olan optimum yuva gelecek nesillere tasinir. Ev sahibi yuvalarinin sayisi sabittir ve
bir ev sahibi, varlig1 ya yumurtadan atilmasina ya da ev sahibi kus tarafindan yuvayi terk etmesine sebeb
olan pa€[0,1] olasilikli yabanci bir yumurta bulabilir. Bir yuvadaki her bir yumurta bir ¢6ztimii ve bir
guguk kusu yumurtasi ise yeni bir ¢oziimii temsil eder. Buradaki amag en zayif uygunluga sahip ¢oziim
ile yeni ¢oziimii degistirmektir (Dash ve Mohanty, 2014: 3541-3542).

Cizelgeleme problemi, yapr miihendisliginde tasarim optimizasyon problemleri ve global
optimizasyon problemleri gibi bircok uygulamada guguk kusu arama algoritmas: kullanilmaktadir
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(Pentapalli ve Varma P., 2016: 556). Ayrica ZPARP gibi dagitim problemlerinde de bu yaklasimin
kullanildigr Lei vd. (2018) tarafindan yapilan bir ¢alismada ispatlanmistir. Calismalarinda zaman
pencereli lojistik araglarin yol planlamasinda guguk kusu arama algoritmasindan faydalanmislardir.
Simiilasyonla yapilan deneyler sonucunda bu yontemin bu tarz problemler igin etkili olabilecegi
sonucuna varilmistir. Bir diger calisma ise Rezaeipanah vd. (2019) tarafindan yapilmistir. Calismalarinda
problemin ¢oziimii igin ag¢gozlii algoritma ile melezlestirilmis guguk kusu arama algoritmasim
kullanmislardir. Karsilastirmali sonuglardan algoritmanin tistiin performans sergiledigi ortaya ¢ikmustir.

ZPARP'nin ¢oziimiinde kesin, sezgisel ve meta-sezgisel yontemlerin kullanildig1 ¢alismalar yayin

yillarina gore Tablo 2’de listelenmistir.
Tablo 2: ZPARP'nin Cozimiinde Kesin, Sezgisel ve Meta-Sezgisel Yontem Kullanilan Calismalar

KULLANILAN YONTEM
Yazar(lar) il . K o
x a : - x| ®
&€ -] = I "
S| |[S|e|lu|lsS|E|Z2
N|=|T|[E[=]2]| 8|0
=] [ [T} =] [} =1 - [}
[a] [a) I 4 [a] v [a] [a]
Cook ve Rich 1999 | v
Brad vd. 2002 v
Aydemir 2006 v
Calvete vd. 2007 v
Alvarenga vd. 2007 v
Tezer 2009 ViV
Qureshi vd. 2009 v
Kok vd. 2010 v
Ghoseiri ve Ghannadpour | 2010 v
Qureshi vd. 2010 v
Liberatore vd. 2011 v
Akca 2015 v
>
(7
£
o
Yazarlar vil x o
Y [=
AR £
s|=|3s|3
(] [= = =]
| Ll Ll v
Landeghem 1988 | v
Backer ve Schaffer 1989 | v/
Demircioglu 2009 (v
Jawarneh ve Abdullah 2015 v
Gocgken vd. 2018 v v
Hertrich vd. 2019 v
<
< < 0 < v > @) < < < <L | g < < < <
Yazarlar Yil g,_|_§g§22>.§§§;m2§
Chiang ve Russell 1996 v
Badeau vd. 1997 v
Schulze ve Fahle 1999 v
Gambardella vd. 1999 v
Braysy 2001 | v
Braysy ve Gendreau 2002 v
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Tablo 2'nin Devami

Yazarlar Y|I§§E§§§§§§§§§§ﬁ§%
Li ve Lim 2003 v
Berger ve Barkaoui 2004 | v
Chiang ve Russell 2004 v
Bent ve Hentenryck 2004 v
Polacek vd. 2004 v
Kuo vd. 2004 v
Homberger ve Gehring 2005 v
Chen ve Ting 2005 v v
Tan vd. 2005 v
Lin vd. 2006 v
De-Oliveira vd. 2006 v
Lin vd. 2006 v
Tan vd. 2006 v
Alvarenga vd. 2007 | v
Creput vd. 2007 v
Ming-Yao vd. 2008 v
Fu vd. 2008 v
Hashimoto vd. 2008 v
El Hassani vd. 2008 v
Dursun 2009 | v
Woch ve Lebkowski 2009 v
Liu vd. 2009 v
Ai ve Kachitvichyanukul 2009 v
Nazif ve Lee 2010 | v
Ghoseiri ve Ghannadpour |2010| v
De Oliveira ve Vasconcelos | 2010 v
Nagata vd. 2010 v
Yu vd. 2011 v v
Moghaddam vd. 2011 v
Yu ve Yang 2011 v
Balseiro vd. 2011 v
Najera ve Bullinaria 2011 v
Moccia vd. 2012 v
Taner vd. 2012 v
Taner vd. 2012 v
Ding vd. 2012 v
Igbal 2012 v
Shi vd. 2012 v
Nikolic vd. 2013 v
Pan vd. 2013 v
Kiremitci vd. 2014 | v
Tas vd. 2014 v
Mahmudy 2014 v
Dhahri vd. 2014 v
Jawarneh ve Abdullah 2015 v
Yassen vd. 2015 v
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Tablo 2'nin Devami
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Yazarlar Yil g = g < g g é < % 5 g % = § %
Luo ve Chen 2014 v
Luo vd. 2015 v
Niu vd. 2012 v
Tan vd. 2015 v
Kuram 2016 | Vv
Kirci 2016 v
Miranda ve Conceicao 2016 v
Alzagebah vd. 2016 v
Yu vd. 2016 v
Mao vd. 2016 v
Nalepa ve Blocho 2016 v
Gupta ve Diwaker 2017 | v
Yao vd. 2017 v
Worawattawechai 2017 v
Taha vd. 2017 v
Yassen vd. 2017 v
Chen vd. 2017 v
Maleki vd. 2017 v
Gocken vd. 2018 |
Alzagebah vd. 2018 v
peawarmgssengiul |18 v
Chen ve Zhou 2018 v
Aggarwal ve Kumar 2018 v
Osaba vd. 2018 v
Pratiwi vd. 2018 v
Lei vd. 2018 v
Rezaeipanah vd. 2019 v
Marinakis vd. 2019 v
Liu vd. 2019 v
Gunawan 2020 v
Kantawonq ve Pravesjit | 2020 v
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UCUNCU BOLUM

ZAMAN PENCERELI ARAC ROTALAMA PROBLEMININ

META-SEZGISEL YONTEMLERLE OPTIMIZASYONU

Bu boliimde, siirii zekasinin genel Ozellikleri, dogadaki bal arilarimin yiyecek ararkenki
davraniglarina, yiyecek kaynaklarina, arilarin isci, issiz arilar olarak gruplandirilmasina, arilarin yiyecek
arama davranslarina, sergiledikleri danslar ile yiyecek kaynaklari hakkinda diger arilara bilgi
vermelerine, yapay ar1 kolonisinin algoritmik yapisina ve evrelerine ve zaman pencereli arag rotalama
problemi icin gelistirilmis yapay ar1 kolonisi algoritmasinin evrelerine ve ZPARP icin gelistirilen yapay
ar1 kolonisi algoritmasinin kiigiik boyutlu bir 6rnek {izerinde, baslangi¢ yiyecek kaynaklarinin en yakin
komsu sezgiseli ile olusturulmasi ve olusturulan bu yiyecek kaynaklarmin uygunluk degerlerinin
hesaplanisi, ekleme, yer degistirme ve alt diziyi rastgele ekleme komsuluk operatdrleri ile komsu yiyecek
kaynaklariin olusturulmasinin nasil oldugu ele alinmustir.

Siirii Zekasinin Genel Ozellikleri

Diinyada pek ¢ok tiir siirii vardir. Bunlarin hepsinin zekasini aramak miimkiin degildir veya zeka
seviyeleri siiriilerden siiriilere degisebilmektedir. Kendi kendine organize olabilme, basit ajanlar
arasindaki yerel etkilesimler yoluyla kolektif davranisa neden olan bir siirii sisteminin kilit bir 6zelligidir.
Bonabeau vd. (1999), siirii orgiitiindeki kendi kendine organize olmay1, dort 6zellik ile yorumlamustir:

Olumlu Geribildirim: Uygun yapilarin olusturulmasini tesvik eder. Bazi karinca tiirlerinde veya
arilardaki danslarda iz birakma ve takip etme gibi ise alim ve giiclendirme, olumlu geri bildirim 6rnegi
olarak gosterilebilir. Bir ar1 bir nektar kaynagi buldugunda, kovana geri doner ve nektarini bir kovan
ariya birakir. Daha sonra ya diger arilara yiyecek kaynaginin yoniinii ve mesafesini belirtmek icin dans
etmeye baglar ya da bulundugu yiyecek kaynagini terk ederek kendi basina siradan bir takipgi olup
yiyecek kaynaginda yiyecek aramaya devam eder. Koloniye yuvadan ayni mesafede iki 6zdes yiyecek
kaynag1 sunulursa arilar iki kaynag1 simetrik olarak kullanir. Bununla birlikte, bir kaynak digerinden
dahaiyiise, arilar daha iyi kaynaktan faydalanabilir veya daha sonra kesfedilse bile bu daha iyi kaynaga
gecebilirler. Deneysel olarak da bir armin iyi bir yiyecek kaynagi i¢in dans etme ve zayif bir gida
kaynagini terk etme olasiliginin yiiksek oldugu gosterilmistir. Bu basit davranig kurallar: koloninin daha
iyi kaliteli kaynagini se¢gmesini saglar. Seeley vd. (1991), Camazine ve Sneyd (1991), yiyecek arayicilar:
nektar kaynak kalitesine dayali olarak farkli dans ve terk oranlari ile olusturulan olumlu bir geri bildirim
yoluyla en iyi gida kaynagina ev sahipligi yapabilecekleri bu gozlemlere dayanan basit bir matematiksel
model ile dogrulamustir. Sekil 7’de yiyecek arama aktivitesinin sematik bir temsili gosterilmektedir. (C1:
takipgi mi?) ve (C2: dans¢1 m1?) karar noktalar1 siyah elmaslarla gosterilmistir (Bonabeau vd., 1999: 9).
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A kaynagindan X - ‘ A 2 B kaynagindan kovana
kovana nektar S nektar bogaltan anlar
bogaltan anlar . :

kovanda
dansgilan izleyen

S ls

A kaynad igin

dans eden anlar B kaynag igin

dans eden anlar

l? r

A kaynaginda Source A Source B B kaynaginda

yiyecek arayan anlar ) “7 yiyecek arayan
e @

Sekil 7: Yiyecek Arama Faaliyetinin Sematik GOsterimi
Kaynak: (Bonabeau vd., 1999: 11)

Olumsuz Geribildirim: Olumlu geribildirimlerin dengelenmesi ve kollektif diizenin dengelenmesine
yardimal olur. Mevcut yiyecek arayicilarda meydana gelebilecek doygunlugu 6nlemek icin negatif geri
besleme mekanizmasina ihtiyag vardir.

Dalgalanmalar: Rastgele yiiriiylisler, hatalar, yaraticilik igin hayati olan siirli bireyleri arasinda
rastgele gorev degistirme. Rastgele, yeni ¢oziimlerin kesfedilmesini sagladig: i¢in ortaya cikan yapilar
icin 6nemlidir.

Coklu Etkilesimler: Stiriideki ajanlar, diger ajanlardan gelen bilgileri kullanr; boylece bilgiler ag
boyunca yayilir.

Bu karakteristiklere ek olarak, is boliimii olarak adlandirilan uzman ajanlar tarafindan es zamanl
olarak gorev yapmak, zekanin olusmasi igin kendi kendine organize olabilmenin yan sira bir siiriiniin
onemli bir 6zelligidir.

Millonas’a (1994) gore bir siirii zekasin tanimlamak igin siiriiniin asagidaki prensipleri karsilamasi
gerekir:

v' Siirii basit alan ve zaman hesaplamalar: yapabilmelidir (yakinlik prensibi).

Siirti, gevredeki kalite faktorlerine cevap verebilmelidir (kalite prensibi).

v

v' Siirdy, faaliyetlerini agir1 sinirli kanallar boyunca gerceklestirmemelidir (farkl tepki ilkesi).

v' Siirii, ¢evrenin her dalgalanmast {izerine davranis seklini degistirmemelidir (stabilite prensibi).
v

Siirii gerektiginde davranis modunu degistirebilmelidir (uyarlanabilirlik ilkesi) (Karaboga vd., 2014:
24; Bonabeau vd., 1999: 10-11).

Bal Anisinin Dogadaki Davranisi

Yapay ar1 kolonisi algoritmasi, bal arilarmin yiyecek arama sirasinda sergilemis olduklar:
davranislarindan esinlenerek olusturulmustur. Dogada var olan siiriilerden biri, yiyecekleri ararken
kollektif zeka davranisini takip eden bal arisi siiriistidiir. Bu siirii, bilgileri iletme, ¢evreyi tanima, bilgileri
muhafaza ederek paylasabilir duruma getirme ve buna dayanarak kararlar alabilme gibi bir¢ok 6zellige
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sahiptir. Ortamdaki degisikliklere gore, siirii kendini giinceller, gorevleri dinamik olarak atar ve sosyal
O0grenme ve 0gretme ile daha ileriye dogru hareket eder. Arilarin bu zekice davranisi, arastirmacilar: ar
stiriistiniin yukaridaki yiyecek arama davranisini taklit etmeye motive etmistir. Gergek bal arilarinin
davranisi bagslarda, yiyecek kaynaklari, isci arilar, issiz arilar, yiyecek arama davranisi ve danslar gibi
baslhiklarda asagida 6zetlenmistir (Bansal vd., 2013: 125-126).

Yiyecek Kaynaklari:

Ari, yiyecek ararken kendine uygun bir ¢icek (yiyecek kaynagi) secip, yiyecek kaynaginin icerdigi
nektarin miktari, bu nektarin gicekten ne kadar kolay elde edebilecegi, kovandan ne kadar uzakta oldugu

konusundaki bilgiyi bu se¢mis oldugu yiyecek kaynagindan toplar. Ari, bu gercekleri kolaylik ve basitlik
adina tek bir nitelik (bu belirli yiyecek kaynag icin toplam karlilik olarak adlandirilan) olarak saklar.

Isci Anlar:

Mevcut yiyecek kaynaklari, belirli bir grup ari1 tarafindan kullanilmaktadir. Bu arilara is¢i arilar denir
ve bunlarin her biri iligkili oldugu yiyecek kaynaginin karliigmi (zenginligi, kovandan uzakhigin ve
yOniinii) korur.

Issiz Arilar:

Isci arilar, bilgilerini belli bir olasilikla igsiz ar1 olarak adlandirilan bagka bir grup ariyla paylasirlar.
Igsiz arilar, isci arilardan elde ettikleri bilgileri 6zetlemekten ve sdmiiriilecek gida kaynagini segmekten
sorumludur. Bu issiz arilar, gozcli ve kasif arilar olarak ikiye ayrilir. Gozcii arilar, kovandaki isgi
arilardan bilgi toplayan arilardir ve verileri analiz ettikten sonra, kendileri i¢in bir yiyecek kaynag:
olustururlarken kasif ar1 kovanin ¢evresindeki yeni besin kaynaklarini bulmaktan sorumludur. Mevcut
yiyecek kaynaklarindan bazilar tiikendiginde, bu arilar kovan etrafindaki gevreyi aramaya baslar ve
yeni besin kaynaklarini rastgele bulur. Bir bal aris1 siiriisii, genellikle ortalama % 50 isci arilar, % 50 igsiz
arilar ve toplam arilarin% 5 ile % 10'u kasif arilardan olusur.

Yiyecek Arama Davranisi:

Bal arisi siiriisiiniin en énemli 6zelligi, yiyecek arama davrarusidir. Yiyecek arama siirecinde, ar1
kovandan ayrilir ve yiyecekleri aramaya baglar. Ar bir yiyecek kaynagina ulastiinda nektar1 oradan
cikarir ve midesine depolar. Nektar1; zenginlik, besin kaynaginin kovandan uzaklig: gibi kosullara gore
30-120 dakikaya kadar cikarir. Daha sonra midesinde enzimlerin salgilanmasiyla bal yapim stireci baslar
ve kovana ulastiktan sonra bos hiicrelerde nektar1 bosaltir. Sonunda kovandaki bilgilerini, bir sonraki
boliimde tanimlanan gesitli dans tiirleri bi¢ciminde paylasir.

Dans:

Kovanda yasayan diger arilara, besin kaynaginin ne kadar bol oldugunu, kovandan ne kadar uzakta
ve hangi yonde oldugunu, is¢i ar1 kovanin farkli bolgelerinde, dans ad1 verilen belirli tiirde adimlar
uygular. Von Frisch (1967) (1973 Nobel Odiilii sahibi) arilarin dans dilini ¢6zmiis ve bir ar1 dansinin yén
bilgisinin, bir besin kaynaginin giinese gére konumunu gosterdigini ve besin kaynaginin mesafesinin
farkli dans tiirleriyle isaretlendigini belirtmistir. Tarpy (2009) ve Wenner ve Wells (1990), bir yiyecek
kaynag1 govdesindeki cigek kokularinin, is¢i arilarin yeni yiyecek kaynaklar: bulmalarini saglayan ana
isaretler oldugunu savunmuslardir.

Dans dilleri veya ¢icek kokulari, yiyecek arama davranisini yerine getiren arilar arasinda iletisim
oldugunu gosterir. Dans araciligiyla, bagkalarina yiyecek kaynaklarin takip edip etmemeleri gerektigini
bildirmek ister. Dans hareketleri kovanin farkli alanlarinda yapilir, béylece onunla iligkilendirilen gida
kaynaklar1 hakkinda daha fazla ar1 bilgilendirilebilir. Dans ederken diger arilar, besin kaynaginin
nektarim tatmak igin antenleriyle ona dokunurlar. Besin kaynagimin karliigma bagh olarak, is¢i ar
asagidaki dans formlarindan birini gerceklestirir:
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v' Dairesel Dans: Bu dans tiirli besin kaynaginin yonii hakkinda bilgi vermez, ancak ar1 bu dansi
besin kaynagmin yakiina geldiginde (yaklasik 100 metreden fazla olmayan) kovana
yaklastiginda yapar.

v" Kuyruk Dans1: Bu dans formu, diger arilara, giines 1s181na gore besin kaynaginin yonii hakkinda
bilgi verir ve kaynak kovandan uzaksa, is¢i arilar bu dans formunu seger. Dansin hizi, besin
kaynaginin kovandan olan uzaklig ile orantilidir. Bu dans $Sekil 8’de gosterilmistir.

Sekil 8: Arilarin Kuyruk Dansi
Kaynak: (Mogaka vd., 2016: 16)

v' Titreme Dansu: Bir arinin nektar1 bosaltmast daha uzun zaman aldiysa titremeye baglar ve

bagkalarini bilgilendirmeden 6nce ¢ok zaman aldig1 icin gida kaynaginin mevcut karliligini
(zenginligini) bilmedigini belirtir.

Yapay Ani Kolonisinin Algoritmik Yapisi

Gergek bal arillarmin minimal yiyecek se¢imi modelinde oldugu gibi yapay ar1 kolonisi
algoritmasinda yapay ar1 kolonisi {i¢ grup ar1 igerir. Bunlar; belirli yiyecek kaynaklari ile iliskilendirilmis
is¢i arilar, kovan igindeki is¢i arilarin dansini izleyerek yiyecek segen gozcii arilar ve yiyecek kaynaklarini
rastgele arayan kasif arlardir. Isci veya gozcii arilarin sayisi yiyecek kaynaklarimin sayisina esittir.
Yiyecek kaynag; tiikenen is¢i arilardan biri kasif aris1 olur ve yeni besin kaynagini rastgele arar. Hem
gozciiler hem de kasifler, igsiz arilar olarak adlandirilirlar. Baslangicta tiim yiyecek kaynag1 konumlari
kasif arilar tarafindan kesfedilir. Sonrasinda yiyecek kaynaklarinin nektars, isci ve gozcii arilar tarafindan
somtriiliir ve bu stirekli somiirii eninde sonunda yiyecek kaynaklarinin tiikkenmesine sebep olur. Daha
sonra kaynagi tiikenmis is¢i ar1 bir kez daha baska yiyecek kaynaklarini aramak igin kasif ar1 olur. Bagka
bir deyisle, yiyecek kaynag tiikenmis olan is¢i ar1, kasif ar1 haline gelir. Yapay ar1 kolonisinde, bir yiyecek
kaynagimin konumu, problem i¢in olasi bir ¢oziimii temsil eder ve bir yiyecek kaynaginin nektar miktari,
ilgili ¢oztimiin kalitesine (uygunluguna) karsilik gelir. Temel yapay ar1 kolonisinde, is¢i arilarin sayisi
yiyecek kaynaklarimin (¢oziimlerin) sayisina esittir. Yani, her isci ar1 sadece ve sadece bir yiyecek kaynagi
ile iligkilendirilir (Karaboga vd., 2014: 25-26).

Yapay ar1 kolonisi algoritmas1 da diger siirti tabanli algoritmalara benzer sekilde tekrar eden bir
stirectir. Algoritmada, arama alanmin farkl alanlarini kesfetmeyi saglayan cesitlilik siireci ve onceki
deneyimlerin somiiriilmesini saglayan se¢im siireci olmak iizere yapay ar1 kolonisi popiilasyonunun
evrimini tiireten iki temel siire¢ vardir. Bununla birlikte popiilasyonun yerel bir optimuma
yakinsamamasi durumu olsa da algoritmanin zaman zaman kiiresel optimuma dogru ilerlemeyi
birakabilecegi gosterilmistir (Bansal vd., 2013: 127). Yapay ar1 kolonisi algoritmasinin temel arama siireci
Sekil 9'da gosterilmistir. Burada seklin a) ile gosterilen kismi arama siirecinin baslangi¢c durumu b) ile
gosterilen kismi ise arama siirecinin son durumudur (Mogaka vd., 2016: 17)
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Sekil 9: YAKA'nin Temel Arama Sureci
Kaynak: (Mogaka vd., 2016: 17)

Yapay ar1 kolonisi algoritmasinda stireg; baslangig evresi, isci ar1 evresi, gozcii ar1 evresi ve kasif ar1
evresi olmak {izere dort asamali bir dongiiyti gerektirir. Bu evrelerin her biri asagida ifade edilmistir
(Bansal vd., 2013: 127-130).

Baslangi¢ Popiilasyonu

Baslangicta, yapay ar1 kolonisi SN ¢oziimlerinin diizgiin dagilmis bir popiilasyonunu olusturur.
Burada, her x;(i=1,2,..,SN) ¢oztimii, D —boyutlu bir vektordiir. Ayrica, D; optimizasyon
problemindeki degiskenlerin sayisini ve x; ise popiilasyondaki i. yiyecek kaynagini temsil eder. Her bir
yiyecek kaynagi asagidaki (3.1) denklemindeki gibi olusturulur:

x) = x,{lin + rand(O,l)(x,Jq‘wx - x,{lin), vi=12,..,D (3.1)

l

j

Burada, x,,,,, Ve X Sirastyla j. yondeki x;'nin alt ve iist siurlaridr.

Isci Ar1 Evresi

Bu evrede, isci arilar, bireysel deneyimlerinin bilgisine ve yeni ¢6ziimiin uygunluk degerine (nektar
miktar1) dayanarak mevcut ¢oziimii degistirirler. Yeni yiyecek kaynaginin uygunluk degeri, eski yiyecek
kaynagimin uygunluk degerinden yiiksekse ar1 konumunu eski yiyecek kaynagindan yeni yiyecek
kaynagina getirerek giinceller ve eskisini atar. i. adayin j. boyutu igin konum giincelleme denklemi (3.2)
denkleminde gosterilmistir:

Vi]' =xij+g0ij(xij—xkj) (32)

Burada, ¢;; (xij - xkj), hareket bliytikliigii, k € {1,2,...,SN},j € {1,2, ..., D} keyfi se¢ilmis iki indekstir.
k, i’den farkli olmali ki, hareket biiyiikliigii baz1 dnemli katkiya sahip olsun. ¢;;, [-1,1] araligindaki keyfi
bir sayidir. Is¢i ar1 evresinde konum giincelleme siireci Sekil 10’da gosterilmistir. Burada x;, bir armin
mevcut konumunu temsil eder. Vurgulanan kutu, rastgele segilen j yoniinii temsil eder. x;, rastgele
secilen bir aridir. Bu adimda, keyfi bir k # i armin j yonii i. arinun j yoniinden ¢ikarilir. Bu fark, keyfi bir
say1 olan ¢;; € [-1,1]'den ¢arpilir. Son olarak bu sayi, yeni yiyecek konumu v;;'nin j. boyutunu elde
etmek igin x;'nin j. boyutuna eklenir. Sekildeki dikey vektor v;; tarafindan temsil edilir ve x;'nin
komsulugunda olusturulur. Diger tim boyutlary, x; ile aynidir. Arama uzay1 2 —boyutlu olarak
diisiintiliirse bu yeni yiyecek kaynagi v;; igin olasi konumlar Sekil 11’deki gibi olur.
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Xil X2 . Xij-1l Xij| Xij+1 ... Xid Vil=Xi1
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o i ki vii
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Vij
ijw Vi, j+1=Xi j+1
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Sekil 10: Basit bir konum glincelleme uygulamasinin gosterimi

x2 & vij

Xij
vij” . ‘ o vi

O vij"

- x1

Sekil 11: 2-boyutlu arama alanindaki konum gilincelleme denklemi nedeniyle x;;'nin komsulugunda olusabilecek
farkl yeni vektorler

Gozcii Ari Evresi

Isci ar1 evresinin tamamlanmasindan sonra gozcii ar1 evresine baslanir. Bu evrede, isci arilarin tiimii,
glincel ¢oziimlerin (yiyecek kaynaklar1) uygunluk (nektar) degerlerini ve yiyecek kaynaklarin konum
bilgisini kovanda bekleyen gozcii arilarla paylasirlar. Gozcii arilar, mevcut bilgileri analiz eder ve
uygunlugu ile ilgili olan p; olasilikli bir ¢oziimii segerler. p; olasilig1 asagidaki ifade kullamilarak
hesaplanabilir:

fitness;

pi = (3.3)

SN fitness;

Burada fitness;, i. ¢oziimiin uygunluk degeridir. Isci ar1 evresinde oldugu gibi, gozcii ar1

hafizasindaki konumunda bir degisiklik yapar ve aday kaynagin uygunlugunu kontrol eder. Eger
uygunluk oncekinden yiiksekse, ar1 yeni konumu hafizaya alir ve eskisini unutur.

Kdsif Ar1 Evresi

Bir yiyecek kaynaginin konumu, onceden tespit edilmis bir dongii sayis: i¢inde giincellenmezse
yiyecek kaynaginin terkedildigi varsayilir ve kasif ar1 evresi baslatilir. Bu evrede, terk edilmis yiyecek
kaynag ile iligkili ar, kasif ar1 haline gelir ve yiyecek kaynagi, arama alanindaki rastgele secilen yiyecek
kaynagy ile degistirilir. Yapay ar1 kolonisinde 6nceden belirlenmis dongii sayisi, vazgecme limiti olarak
adlandirilan 6nemli bir kontrol parametresidir.
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Kabul edelim ki terkedilen kaynak x; olsun. Bu durumda, kasif ar1 bu yiyecek kaynagini yeni yiyecek
kaynag olan x; ile asagidaki gibi yer degistirir:
xij = xrj;lin + rand[O,l](x,J;lax - xf;u-n), vi=12,..,D (3.4)

Burada, xf;”.n ve X1, Sirastyla x;'nin j. yéniindeki alt ve iist sinirlaridar.

Sekil 12’de yapay ar1 kolonisinde arilarin yiyecek ararkenki davranislar gosterilmistir. Sekil 12’den
de anlagilacag; {izere, her asamada arilarin sadece yarisinin yiyecek kaynaklarini arastirdig1 ve toplanan
bilgileri gesitli danslar yaparak kovanda kalan diger arilara ilettigi aciktir. Besin kaynag: tiikenen ari,

kasif ar1 olur ve rastgele yeni bir ¢6ztim arar.

e  Yiyecek aramaya baslar ﬂ m

. Isgi,/gézﬁ.:ﬁ' arilar nektar L N e Cezbedici yiyecek
aramak i¢in kovan e Y ! * kaynag bulur
digina hareket ederler w o' Arilar gigeklerden

nektar toplar

=
[<5}
g =
28D
> &
23
2 g2
o

e  Baz bilgilerle kovana
geri doner
e Arilar bilgilerini diger
3 arilarla paylasmak igin
am kovana geri donerler
e Arilar bilgi iletisimi kurarlar %
,\

§ % e Arilar bilgilerini paylasmak Q
7 % %!\

i¢in gesitli dans formlari
uygularlar

Sekil 12: Bal Arilarinin Sosyal Davraniglari
Kaynak: (Bansal vd., 2013: 130)

Yapay Ari Kolonisi Algoritmasinin Temel Adimlari
Yapay ar1 kolonisinde arama siirecinin ii¢ onemli kontrol parametresi vardir:
v" Yiyecek kaynaklarinin sayisi, SN (isci veya gozcii arilarin sayisina esit)

Tiikenen yiyecek kaynaginin tespitinde kullanilan 6nemli bir kontrol parametresi olan limit degeri

<\

v Yapay ar1 kolonisi algoritmasinin dongiisiiniin sonlanmasinda durdurma kriteri olarak kullanilan
maksimum iterasyon (yineleme) sayis1
Bu parametreler algoritmanin baslangic evresinde belirlenir. Daha sonra isci ar1, gozcii ar1 ve kasif
ar1 evresi olarak adlandirilan bu ii¢ evre yinelemeli olarak durdurma kriteri saglanana kadar devam eder.
Yapay ar1 kolonisi algoritmasmin tekrar eden bu dongiisii asagida ifade edilmistir (Gothania vd., 2014:
64-66).
Algoritma 1: YAKA (Gothania vd., 2014)

Baslangi¢ Parametreleri;

Durdurma Kriteri Saglanmadiysa

Adim 1: Yeni yiyecek kaynaklarini olusturmak icin isci ari evresi;
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Adim 2: Nektar miktarlarina bagl olarak yiyecek kaynaklarini glincellemek icin gozci ari evresi;

Adim 3: Terkedilen yiyecek kaynaklarinin yerine yeni yiyecek kaynaklarini kesfetmek icin kasif ari evresi;

Adim 4: Simdiye kadar bulunan en iyi yiyecek kaynagini hafizaya al;
Sonlanana Kadar

Simdiye kadar bulunan en iyi ¢6ziimin ¢iktisini al.

Yapay ar1 kolonisi algoritmasi aslinda dort farkli se¢im siireci kullanir (Karaboga ve Basturk, 2007:
463):
v" Denklem (3.3)'te ifade edildigi gibi gelecek vaat eden bolgeleri kesfetmek icin gozcii arilarin
kullandig bir kiiresel se¢im stireci

v Yerel bilgilere bagl olarak yapay isci ve gozcii arilar tarafindan bir bolgede gergeklestirilen
bir yerel se¢im siireci (gercek arilar s6z konusu oldugunda, bu bilgi giceklerin rengini, seklini
ve kokusunu igerir) (arilar, nektar kaynagmin tiiriinii dogru yere gelinceye kadar
tanimlayamayacaklar ve Denklem (3.2)'de tanimlandig gibi, kaynagin etrafindaki bir komsu
yiyecek kaynagini belirlemek icin kokularia gore orada yetisen kaynaklar arasinda ayrim
yapamayacaklardir.

v Komsu kaynagin nektar miktarinin mevcut olandan daha iyi olmast durumunda arilarin
mevcut olan1 unutmast ve komsu kaynagi hafizaya almasi ig¢in tiim arilar tarafindan
gerceklestirilen a¢gozlii se¢im siireci ad1 verilen yerel bir se¢im siireci. Aksi takdirde, ar
mevcut olani hafizada tutar.

v’ Kasif arilar tarafindan gergeklestirilen rastgele bir se¢im stireci

ZPARP icin Onerilen YAKA

Calismanin bu boliimiinde ZPARPnin ¢6ziimii igin gelistirilmis yapay ar1 kolonisi algoritmasimnin
evrelerine deginilmistir. Bagslangic evresinde yiyecek kaynaklarinin en yakin komsu algoritmasi ile
olusturulmasina, olusturulan yiyecek kaynaklarmin uygunluk fonksiyonlarmin nasil hesaplanmasi
gerektigine, isci ve gozcii ar1 evrelerinde komsu yiyecek kaynaklarmin olusturulmasinda ekleme, yer
degistirme ve alt diziyi rastgele ekleme operatorlerinin kullanilmasina ve kasif ar1 evresine ve bu evrede
yiyecek kaynaklarmin rastgele ve en yakin komsu sezgiseli olmak {izere iki sekilde olusturulmasina yer
verilmistir. Optimum ¢oziimlere ulasmak icin baslangic ve kasif ar1 evresindeki yiyecek kaynaklarinin
(¢oztimlerinin) olusturulmasinda en yakin komsu sezgiseli kullanilmistir. Burada ele alinan en yakin
komsu sezgiseli ile yiyecek kaynaklar1 olusturulurken her bir yiyecek kaynagindaki her bir rotanin
depodan sonraki ilk miisterisi rastgele diger miisteriler EYK yontemine gore segilerek olusturulmustur.
EYK yontemine gore eklenecek muiisterilerin maliyet ve siire degerleri hesaplanarak bu degerlerden
biiyiik olani bu miisterilerin se¢im degerleri olarak dikkate alinmistir. Se¢im degeri kiigiik olan miisteri
rotaya eklenmistir. Her bir miisterinin birbirlerine ve depoya olan uzakliklar1 Oklid uzaklig: ile
hesaplanmis, olusturulan yiyecek kaynagimin uygunluk degeri ise bu yiyecek kaynagindaki (¢oziim
satirindaki) miisterilerin birbirlerine ve depoya olan uzakliklar1 toplami olarak hesaplanmistir. Diger
taraftan isci ve gozcii ar1 evresinde komsu yiyecek kaynaklarimin (yeni ¢oziimlerin) olusturulmasinda
rota gelistirici sezgiseller olarak bilinen ekleme, yer degistirme ve alt diziyi rastgele ekleme operatorleri
kullanilmugtir. Isci ar1 evresinde rastgele segilen yiyecek kaynag iizerinde dnceden olusturulmus rastgele
saylya gore esit olasilikla ekleme, yer degistirme ve alt diziyi rastgele ekleme operatorii uygulanarak
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komsu yiyecek kaynaklar: olusturulurken; gozcii ar1 evresinde ise komsu yiyecek kaynaklar1 gozcii ar1
evresine kadar ki olusturulan yiyecek kaynaklarindan segilen en iyi yiyecek kaynag: tizerinde bu {ig
operator onceden olusturulmus rastgele bir sayiya gore esit olasilikla uygulanarak olusturulmustur.

Baglangig Evresi

flk olarak yiyecek sayisi kadar en yakin komsu sezgiseli ile olusturulan rotalarin yer aldig1 yiyecek
kaynaklar1 olusturulur. Temel yapay ar1 kolonisi algoritmasinda belirtildigi gibi burada da yiyecek
kaynaklarmin sayisi isci ar1 sayisina esit olup, yiyecek kaynaklarinda yer alan her bir yiyecek satir1 bir
¢oziimii temsil etmektedir. Bu yiyecek kaynaklarina bagli olarak is¢i ar1 sayist ve gozcii ar1 sayisi
belirlenir. Maksimum iterasyon sayzisi, ilk populasyon aday bulma deneme sayisi, isci/gozcii ar1 asamasi
deneme sayis1 ve alt diziyi rastgele ekleme i¢ deneme sayisi tespit edilir. Kontrol amagh sayag degiskeni
olusturulur.

ZPARP igin en yakin komsu algoritmas1 Boliim 3.1.4.1.1."de ifade edilmistir.

En Yakin Komsu Algoritmasi (EYK)

En yakin komsu sezgiseli, bir rotadaki en son miisterinin ardina bu miisteriye mesafe agisindan en
yakin olan miisterinin eklenmesidir. Tabi burada problemin zaman pencereli ara¢ rotalama problemi
olmasi sebebiyle sadece mesafe agisindan degil ayn1 zamanda zaman penceresi kisitin1 da gz ontinde
bulundurarak ¢oziimler olusturulacaktir. Bu sebepten dolayi, rotaya eklenen son miisterinin miisteri
listesindeki gidilmeyen muiisterilere uzakliklari ile o miisterinin servise hazir olma siiresi karsilastirilir.
Tabi burada karsilastirmalar bir birim uzakligin bir birim zaman diliminde gidildigi varsayimai ile yapilr.
Servise hazir olma siiresi ve uzaklik degerlerinden biiyiik olan1 o miisterinin se¢im degeri olarak tespit
edilir. Baslangi¢ noktasi (depo) ile bir rota olusturulur. Tiim mdiisteriler arasindan minimum segim
degerine sahip miisteri ilk rotanin ilk miisterisi olarak segilerek listeden kaldirilir ve rotaya ilave edilir.
Arac kapasitesinin dolulugunu hesaplanir. Rotadaki miisterilerin toplam talebi arag kapasitesine esit
olana kadar miisteriler ayni sekilde rotaya alinmaya devam ettirilir. Talepleri ara¢ kapasitesini gectigi
durumda aracin depoya donmesi i¢gin rota sonuna depo eklenir ve yeni bir rota olusturulur. Bu siireg
miisteri listesinde miisteri kalmayana kadar tekrar ettirilir. (Gogken vd., 2018: 778-779). Bu ¢alismada da
her bir yiyecek kaynag1 en yakin komsu sezgiseli ile olusturulmustur. Tabi burada her bir rotanin ilk
miisterisi yukarida anlatilandan farkli olarak rastgele secilip rotaya eklenmistir. Rotalarin geri kalan
miisterileri ise en yakin komsu yontemine gore secilip rotaya ilave edilmistir. Problemimiz i¢in kullanilan
en yakin komsu algoritmasinin asamalar1 ayrintili bigimde asagida ifade edilmistir. Baslangi¢ yiyecek
kaynaklarini olusturma asamasinda, populasyondaki her bir yiyecek kaynag: icin yiyecek kaynag: tiim
miisterileri igeren bir ¢6ziim olana kadar asagidaki adimlar takip edilerek bireye rotalar eklenmistir.

Adim 1: Depo (0) rotaya eklenir. Gidilmeyen miisteriler bulunur.

Adim 2: Gidilmeyen miisteriler arasindan rastgele bir miisteri segilir. Segilen miisteri rotaya eklenir (bu
miisteri M2 olarak anilacaktir).

Adim 3: M, gidilmeyenler listesinden ¢ikarilir.
Adim 4: Gidilmeyenler arasinda cezali olmayanlarin her biri i¢in asagidaki adimlar tekrar edilir.
i. Gidilmeyen bir miisteri secilir (Mx).
ii. Rotaya secilen miisteri eklenir ve rotanin Mesafe ve Siire degeri hesaplanir. Mesafe degeri
depodan baslanarak rotadaki son miisteriye ulasana kadar gidilmesi gereken uzaklik. Siire

degeri depodan baglanarak rotadaki son miisteriye ulasip miisteriden yiikiin alinarak (servis
stiresi dahil) ayrilma anina kadar gegen stiredir.

iii. Maliyet ve Siire degerinin en biiyiigii secilerek Mx'in maliyeti bulunur.
Adim 5: Gidilmeyenler arasinda en diisiik maliyet degerine sahip miisteri segilir (Mbest).
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Adim 6: Mbest rotaya eklenir.

Adim 7: Rotada kapal1 miisteri sorunu olup olmadig: kontrol edilir. Rotada kapal1 miisteri sorunu varsa
Mbest rotadan cikarilir ve cezali olarak belirlenir. Rotanin depoya doniilerek sonlandirilmas: gerekip-
gerekmedigi kontrol edilir. Depoya doniilecekse, rotaya Depo eklenerek rota kapatilir. Depoya
doniilmeyecekse Adim-4’e doniiliir.

Adim 8: Rotada kapali miisteri sorunu yoksa Meest gidilmeyenler listesinden ¢ikarilir.
Adim 9: Gidilmeyenlerin cezalari silinir.

Adim 10: Aracin dolu olup olmadig: kontrol edilir. Arag yiik olarak dolu ise (kapasitesi agilmigsa) Mbest
rotadan ¢ikarilir ve Depo rotaya eklenerek rota kapatilir.

Adim 11: Gidilmeyen miisteri varsa Adim-4’e doniiliir.

Adim 12: Gidilmeyen miisteri kalmamaissa rota sonlandirilir.

Uygunluk Fonksiyonu

Her yiyecek kaynagi (¢oztim satirlar1) igin uygunluk fonksiyonu, olusturulan yiyecek
kaynaklarindaki (¢6ztim satirlarindaki) miisterilerin birbirlerine olan uzakliklar ile miisterilerin depoya
olan uzakliklarinin toplami seklinde ifade edilmistir. En iyi ¢dzlim, biitiin iterasyonlar igerisinde en kisa
uzakliga sahip olan ¢6ziimdiir. Bu durumda, ¢6ztim yontemlerinin uygunluk fonksiyonu Denklem 3.5'te
belirtilmistir.

k
fi= 2 d; (3.5)
=

fi: i ylyecek kaynaginin uygunluk degeri
d;: olusturulan yiyecek kaynaginin toplam yol uzunlugu (j = 1,2,3, ...,k )

Her bir yiyecek kaynagina ait uygunluk degerleri Denklem (3.5)’e gore hesaplanir.

Isci Ar1 Evresi

Her bir yiyecek kaynag1 en yakin komsu sezgiseli ile olusturulup uygunluk degerleri hesaplandiktan
sonra isci arilar devreye girer. Is¢i arilar rastgele bir yiyecek kaynagi secerek bu ¢oziim satirindaki rotalari
mantiple ederler. Daha 6nce de belirtildigi tizere, is¢i arilarin sayis1 yiyecek kaynaklarinin sayisina esittir.
Dolayisiyla, her bir is¢i ar1 popiilasyondaki her bir ¢oziime karsilik gelir. Temel yapay ar1 kolonisi
algoritmasina gore her isci ar1 mevcut kaynagin komsulugunda bir yiyecek kaynagi tiretir. Bir ¢calismada
bu yiyecek kaynaklarmin tiretiminde yer degistirme, ekleme ve ters gevirme operatorleri onceden
olusturulmus rastgele bir sayiya gore esit olasilikla kullanilmistir (Ozdemir, 2013: 88). Biz de burada isci
arilarin komsu yiyecek kaynagi olusturmalari icin yer degistirme, ekleme ve alt dizileri rastgele ekleme
komsuluk operatorlerini 6nceden olusturulmus rastgele bir sayiya gore esit olasilikla kullanacagiz. Isci
arilar rastgele bir besin secip besin satirinda yer alan rotalarin yerlerini degistirerek komsu yiyecek
kaynaklarini bahsedilen bu ii¢ operatorii kullanarak olustururlar. Olusturulan yiyecek kaynaklarinin
(komsu ¢oziimlerin) nektar miktar1 (uygunluk degeri) problem i¢in tanimlanan amag fonksiyon degerine
gore hesaplanir. Elde edilen ¢6ziim degeri mevcut ¢oziim degerinden daha iyi ise hafizaya alinir, aksi
takdirde deneme sayaci bir arttirilir.

Gozcii Ar1 Evresi

Isci ar1 evresinden sonra gozcii ar1 evresi baslar. Bu evrede gozcii arilar olusturulan her bir ¢oziim
degerinin uygunluk degerine (amag fonksiyonuna gore) gore bir yiyecek satir1 seer ve isci ar1 evresinde
yapildig1 gibi bu besin satirindaki rotalarin yerini yer degistirme, ekleme ve alt diziyi rastgele ekleme
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operatorleri ile degistirerek yeni ¢6ziim olustururlar. Ama¢ minimizasyon olmasi sebebiyle nceden
tespit edilmis rastgele sayiya bagh olarak en diisiik amag degerine sahip olan besinde karar kilinir. Elde
edilen yeni ¢o6ziim degeri mevcut ¢oziimden daha iyi ise hafizaya alinir, aksi takdirde sayag degiskeni
bir arttirilr.

Yukarida bahsi gecen komsuluk operatorleri asagida aciklanmistir.

Komsuluk Operatarleri

Komsuluk operatorlerinden rastgele yer degistirme operatorii; ¢oziim vektoriinde i # j olmak {izere
i ve j konumlarin rastgele seger ve i ve j konumunda bulunan miisterilerin yerlerini degistirir. Ornegin
i =3 ve j =7 olmak {iizere verilen bir ¢6ziim vektoriiniin bu konumlarda bulunan miisterilerin yer
degistirilmesi Sekil 13’teki gibidir (Szeto vd., 2011: 128-129 ):

Once: lofa| 1 |o]2]7]s5]o]3]6]

sonra: [0 |4 s [of2]7]1]o]3]6]
Sekil 13: Yer Degistirme Operatori

Diger taraftan rastgele ekleme operatorii, i # j olmak iizere i ve j konumlarini rastgele secerek,
miisteriyi i konumundan j konumuna tagima isleminden olusur. Ornegin 5 miisterisini 7 konumundan
3 konumuna yeniden konumlandirma islemi Sekil 14’te verilmistir:

Once: lofal1]o|2]7]s5[o]3]6]

sona o |a|ls |1 o270 3]6]
Sekil 14: Ekleme Operatori

Alt dizileri rastgele ekleme operatorii, ekleme operatoriiniin bir uzantisidir. i konumundan
baslayarak rastgele uzunluktaki bir depo ve misteri dizisinin j konumuna Yyeniden
konumlandirilmasidir. Bu operatdriin bir 6rnegi Sekil 15°te verilmistir:

Oonce: [ o a1 o227 |s]o]3]6]

sonra: [0 |4 s [of[3|[1]o]2]7]6]
Sekil 15: Alt Diziyi Rastgele Ekleme Operatori

Kasgif Ar1 Evresi

GoOzcli ar1 evresinden sonra kasif ar1 evresi baglar. Kasif ar1 evresinde, ilk adimda {tiretilmis olan
yiyecek kaynaklar1 yeniden olusturulur. Bu yiyecek kaynaklari ilk asamadan farkli olarak rastgele ve en
yakin komsu algoritmasi olusturulur. Yiyecek kaynagindaki her bir ¢6ztim satirinin uygunluk degerleri
hesaplanir. Elde edilen bu degerler hafizadaki en iyi sonuglarla karsilastirilir. Bu ¢6ziim degerleri mevcut
¢oziim degerlerinden daha iyi ise hafizaya alinip, ilgili yiyecek kaynagindaki ¢oztim satir1 ile yer
degistirir. Aksi halde, saya¢ degiskeni bir arttirilir.

Yukarida detaylar1 anlatilan algoritmanin adimlari asagida belirtilmistir:

Adim 1: Kullanicinin program arayiiziinden belirledigi degerler ile “PopulasyonBoyutu, Isci Ar1 Sayisi,
Gozcii Ar1 Sayisi, Maksimum Iterasyon Sayisi, Maksimum Aday Deneme Sayisi, Isci Ar1 Deneme Sayisi,
Alt Dizi Ekleme Deneme Sayisi, Kasif Ar1 Rastgele-EnYakin” degerleri belirlenir. Kasif ar1 sayis1 1 olarak
alinmugtir.
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Adim 2: “En Yakin Komsu” yontemi ile asagidaki adimlar gergeklestirilerek ilk popiilasyon (yiyecek
kaynaklar) olusturulur.

Adim 2.1: Depo (0) rotaya eklenir. Gidilmeyen mdisteriler bulunur.

Adim 2.2: Gidilmeyen miisteriler arasindan rastgele bir miisteri segilir. Secilen miisteri rotaya
eklenir (bu miigteri M, olarak anilacaktir).

Adim 2.3: M2, gidilmeyenler listesinden ¢ikarilir.
Adum 2.4: denemeSayisi = 0 olarak belirlenir.

Adim 2.5: “denemeSayisi > maksimum aday deneme sayis1” sart1 gerceklesirse depoya doniilerek
rota sonlandirilir.

Adum 2.6: Gidilmeyenler arasinda cezali olmayanlarin her biri igin asagidaki adimlar tekrar edilir.
Adim 2.6.1: Gidilmeyen bir miisteri secilir (M;).
Adum 2.6.2: Rotaya secilen miisteri eklenir ve rotanin Mesafe ve Siire degeri hesaplanur.
Mesafe degeri depodan baslanarak rotadaki son miisteriye ulasana kadar gidilmesi

gereken uzaklik. Siire degeri depodan baslanarak rotadaki son miisteriye ulasip
miisteriden yiikiin alinarak (servis siiresi dahil) ayrilma anina kadar gecen siiredir.

Adim 2.6.3: Maliyet ve Siire degerinin en biiyiigii secilerek M;'nin maliyeti bulunur.
Adim 2.7: Gidilmeyenler arasinda en diisiik maliyet degerine sahip miisteri segilir (Mpegt).
Adim 2.8: My rotaya eklenir.

Adum 2.9: Rotada kapali miisteri sorunu olup olmadig1 kontrol edilir. Rotada kapali miisteri sorunu
varsa Myes rotadan gikarilir ve cezali olarak belirlenir. Rotanin depoya dontilerek sonlandirilmasi
gerekip-gerekmedigi kontrol edilir. Depoya doniilecekse, rotaya Depo eklenerek rota kapatilir.
Depoya doniilmeyecekse Adim-2.6"ya dondiliir.

Adim 2.10: Rotada kapali miisteri sorunu yoksa, My gidilmeyenler listesinden ¢ikarilir.
Adim 2.11: Gidilmeyenlerin cezalar silinir.

Adum 2.12: Aracin dolu olup olmadig1 kontrol edilir. Arag yiik olarak dolu ise (kapasitesi agilmigsa)
Mypestrotadan cikarilir ve depo rotaya eklenerek rota kapatilir.

Adim 2.13: Gidilmeyen miisteri varsa Adim-2.6"ya doniiliir.
Adim 2.14: Gidilmeyen miisteri kalmamigsa rota sonlandirilir.

Adim 3: Tk popiilasyon olusturulduktan sonra iterasyon = 1 deger atamasi ile baglanarak
maklterasyonSayisi degerine ulasana kadar asagidaki adimlar gergeklestirilir.

Adwm 3.1: iterasyonun “Isci Ar1” evresi icin asagidaki adimlar gergeklestirilir.
Adim 3.1.1: Isci Ant Sayis1 kadar asagidaki adimlar tekrar edilir
Adim 3.1.1.1: Is¢i Ar1 Deneme Sayist kadar asagidaki adimlar tekrar edilir
Adim 3.1.1.1.1: Popiilasyondan rastgele bir ¢6ziim segilir
Adim 3.1.1.1.2: Islem secim = Rand(0,1] araliginda rastgele bir deger iiretilir
Adim 3.1.1.1.3: Islem segim degeri 0<r < § araliginda ise “Ekleme Operatorii”
gerceklestirilir.
Adim 3.1.1.1.4: Tslem secim degeri § <r< § araliginda ise “Yer Degistirme Operatorii”
gerceklestirilir.
Adum 3.1.1.1.5: Tslem segim degeri § <r < 1 araliginda ise “Alt Dizi Ekleme Operatorii”
gerceklestirilir.
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Adim 3.1.1.1.6: Islem sonucu elde edilen aday ¢oztim Adim 3.1.1.1.1’deki (lizerinde
operator ¢alismadan onceki) ¢oztimden daha iyi ise popiilasyondaki ilgili ¢6ztim ile yer
degistirilir.

Adum 3.2: Tterasyonun “Gozcii An” evresi icin asagidaki adimlar gerceklestirilir.

Adim 3.2.1: Gozcii An Sayisi kadar asagidaki adimlar tekrar edilir.

Adim 3.2.1.1:

Gozcii Ar1 Deneme Sayisi kadar asagidaki adimlar tekrar edilir.

Adim 3.2.1.1.1. Popiilasyonun en iyi ¢oziimii segilir, Bbest.

Adim 3.2.1.1.2: Islem Secim= Rand(0,1] araliginda rastgele bir r degeri iiretilir.

Adim 3.2.1.1.3: Islem segim degeri 0<r < § araliginda ise “Ekleme Operatorii”
gerceklestirilir.

Adim 3.2.1.1.4: Tslem secim degeri é <r< % araliginda ise “Yer Degistirme Operatorii”
gerceklestirilir.

Adim 3.2.1.1.5: Islem secim degeri % <r < 1 araliginda ise “Alt Dizi Ekleme Operatorii”
gerceklestirilir.

Adim 3.2.1.1.6: Islem sonucu elde edilen aday ¢oziim Adim 3.2.1.1.1’deki (iizerinde
operator ¢alismadan 6nceki) ¢oziimden daha iyi ise popiilasyondaki ilgili ¢oziim ile yer
degistirilir.

Adwm 3.3: iterasyonun “Kasif Ar1” evresi i¢in asagidaki adimlar gerceklestirilir

Adim 3.3.1: Kasif Ar1 Rastgele-EnYakin Komsu degerinin se¢imine gore Rastgele veya En Yakin

Komsu yontemi ile Aday Popiilasyon olusturulur.

Adim 3.3.2: Aday popiilasyon ile algoritmanin ana popiilasyon birlestirilerek ¢oziimler uygunluk

degerine gore siralanir ve en iyi popiilasyon boyutu adet birey yeni ana popiilasyon olarak

belirlenir.

Adum 4: Popiilasyonun en iyi yiyecek kaynagi algoritmanin nihai sonucunu barindiran ¢oziim olarak

belirlenir.

ZPARP icin Gelistirilen YAKA’'min Kiiciik Boyutlu Bir Ornek Uzerinde Gosterimi

Boliim 3.1.4."te anlatilanlarin daha kapsamli anlasilabilmesi a¢isindan 10 miisteri ve bu miisterilerin

her birine ait X, Y koordinati, servis siiresi, talep miktari, agilis zamani ve kapanis zamarn bilgileri

asagidaki tabloda verilmistir. Bu bilgiler dogrultusunda 10 arag ve her bir aracin kapasitesi 70 adet olacak

sekilde problemin ¢6ziimii anlatilacaktir. Miisteriler ile ilgili bilgiler Tablo 3’te ifade edilmistir. En yakin

komsu sezgiseli kullanilarak olusturulmus olan baslangi¢ ¢oziimlerden biri Sekil 16’da gosterilmistir.

Baslangig ¢oziimiinde olusturulan rotalarda yer alan “0” (sifir) ile depo ifade edilmektedir.

Tablo 3: Depo ve Musteri Bilgileri

No X Y Servis Talep Acilis Kapanig
Koordinati Koordinati Siiresi Miktari Zamani Zamani
0(Depo) 40 50 0 0 0 1236
1 45 68 90 10 912 967
2 45 70 90 30 825 870
3 42 66 90 10 65 146
4 42 68 90 10 727 782
5 42 65 90 10 15 67
6 40 69 90 20 621 702
7 40 66 90 20 170 225
8 38 68 90 20 255 324
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9

38

70

90

10

534

605

10

35

66

90

10

357

410

Miisterilerin depoya ve birbirlerine olan uzakligin hesaplanmasinda 6klidyen uzaklik kullanilmistir.
S0z konusu uzakliklar Tablo 4’te verilmistir.

Tablo 4: Uzaklik Matrisi

Depo (1M |2.M (3.M |4 M |[5.M ([6.M |[7.M |8M |9M 10.M
Depo | 0,00 18,68 | 20,62 | 16,12 | 18,11 | 15,13 | 19,00 | 16,00 | 18,11 | 20,10 | 16,76
.M 18,68 | 0,00 | 2,00 | 3,61 300 | 424 |510 |539 |700 |728 | 10,20
2.M 20,62 | 2,00 | 0,00 | 5,00 | 3,61 583 | 510 |640 | 728 |700 |1077
3.M 16,12 | 3,61 500 | 000 |200 | 100 | 361 200 | 447 |566 | 7,00
4.M 18,11 | 3,00 | 3,61 200 | 000 |300 |224 |283 |400 |447 |7.28
5.M 1513 | 424 | 583 |100 |300 |000 |447 |224 |500 |640 | 7,07
6.M 19,00 | 5,10 | 5,10 | 3,61 224 447 | 000 |3,00 |224 |224 |583
7.M 16,00 | 539 | 640 |200 |283 |224 |3,00 |000 |283 |447 | 5,00
8.M 18,11 | 700 | 7,28 | 4,47 | 4,00 |500 |224 |283 |000 |200 |3,61
9.M 20,10 | 728 | 700 |566 |447 |640 |224 |447 |200 |000 |5,00
10.M | 16,76 | 10,20 | 10,77 | 700 | 7,28 | 7,07 |583 |500 | 3,61 |500 | 0,00

Ornegin depo ile 2 numarali miisterinin birbirine olan uzakhig: su sekilde hesaplanacaktir:
d(Depo, Mitsteri 2) =/ (xo — %2) + (Yo — ¥2)?
d(Depo, Miisteri 2) = /(40 — 45)2 + (50 — 70)2

=425
= 20,62

vk: (o a2 1 [o|[3]7]8]w]ofo]s]|6]o]
Sekil 16: EYK ile Olusturulmus Baslangi¢ Yiyecek Kaynaklarindan (C6ztm) Biri

EYK ile olusturulan YK, de rota 1’in nasil olusturulduguna bakalim.

En yakin komsu sezgiseli ile olusturulmus baslangi¢ ¢coziimde 1’inci arag hareket ettirilir ve bu araca
ait bilgiler su sekildedir: Baslangic noktas: depo (0) ile bir rota olusturulur, kullanilan kapasite miktar:
ve simdiki zamani 0’dir. Miisteri listesinden 4 nolu miisteri rastgele secilir ve bu miisterinin herhangi bir
araca tahsis edilmemis olmasindan dolay: kisitlarin saglanip saglanmadig: sirasiyla kontrol edilir. S6z
konusu mdtisteri 1. aracin rotasinda olursa, miisterinin talebini karsilamak igin aracin tasimasi gereken
yiik miktar1 10 adet olacaktir ve bu miktar aracin kapasitesi 70’dan kiigiiktiir, yani ilk kisit saglanmustir.
Diger taraftan ara¢ bulundugu depodan bu miisteriye miisterinin kapanis zamanindan once
varabilmelidir. Depo ve miisteri 4 arasindaki mesafe 18,11 uzaklik birimi ve siire olarak alindiginda ise
18,11 zaman birimine karsilik gelecektir. Yani ara¢ miisteriye ulastiginda simdiki zamani 18,11 olacaktir,
bu da miisterinin kapanis zaman olan 782 zaman biriminden 6ncedir, ikinci kisit da saglanmaktadir.
Fakat arag talebinin karsilanacag1 miisterinin agilis zamanina kadar beklemek durumundadir. Boylece
miisteriye olan teslimat en erken 727 zaman biriminde baslayacaktir. Son olarak deponun son kapanis
zaman kisitinin saglanmasi gerekir. Eger miisteri aracin son miisterisi ise arag teslimat yaptiktan sonra
depoya donecek oldugundan bu islem deponun kapanis zamanindan once yapilmalidir. 4 nolu
miisteriye teslimat 727 zaman biriminde olacaktir, 90 zaman birim teslimat siiresinden sonra 817 zaman
biriminde depoya geri donmek iizere yola ¢ikacaktir. Aralarindaki uzaklik simetrik oldugundan doniiste
de 18,11 zaman birimlik mesafe olacagindan ve ara¢ depoya donecekse 835,11 zaman biriminde depoda
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olacaktir ki bu da deponun kapanis zamani olan 1236 zaman biriminden 6ncedir. Son kisit da boylece
saglanmis oldu. Dolayistyla birinci aracin rotasinda depodan sonraki tahsis edilen ilk miisteri 4 no'lu
miisteri olmus oldu. Mevcut konumu 4 nolu miisteri olan aracin kullanilan kapasitesi 10 adet ve simdiki
zamani 817 zaman birimi olacaktir.

Bir sonraki miisterinin sorgulanmasinda depoya doniis siiresi dahil edilmeyecektir. Aracin
rotasindaki ikinci siraya uygunlugu kontrol edilecektir. Miisteri 4 ise bir araca atanmis olarak miisteri
listesinden kaldirilacaktir. 4 nolu miisterinin zaman kisiti1 ve aracin kapasite kisiti goz oOniinde
bulundurularak, bir sonraki miisterinin se¢iminde rotanin mesafe degeri ve siire degeri hesaplanacak ve
bu degerlerden biiyiik olam1 bir sonraki mdiisterinin secim degeri(maliyet degeri) olacaktir. Se¢im
degeri(maliyet degeri) en kiiciik olan miisteri rotaya eklenir. Rotanin kapali miisteri sorununun olup
olmadigina bakilir. Rotada kapali miisteri sorunu varsa miisteri rotadan c¢ikartilir ve cezali olarak
belirlenir. Miisteri listesindeki 4 nolu miisteriden sonraki gidilmeyen 1, 2, 3, 5, 6, 7, 8, 9 ve 10 nolu
miisteriler i¢in rotanin mesafe ve siire degeri asagidaki gibi hesaplanir. Minimum maliyete sahip miisteri
rotaya eklenir.

= 25,11

0> 4 = 10 ot o4

18,11 [727 782] 7, 00 [357 4-10]

— maliyet degeri = max{25,11;914} = 914

d = 22,58

= 911,47 — maliyet degeri = max{22,58;911,47} = 911,47

0 - 4- o
(o)
18,11 [727 782]447 [534, 605]

(o
i
ra =221
{
“{

0 > 4 > o — 911 - maliyet degeri = max{22,11;911} = 911
18,11 [727 782] 4, 00 [255, 324]
0 - 4 © md = 20,94 - maliyet degeri = max{20,94; 909,83} = 909,83
— sd = 909,83
18,11 [727 782] 2, 83 170 225]
0 - 4 md = 30,35 - maliyet degeri = max{20,35;909,24} = 909,24
— sd = 909,24
18,11 [727 782] 2, 24 621 702]
0 2 i o2 © {m;i_=9211(,)11 - maliyet degeri = max{21,11;910} = 910
18,11 [727,782] 3,00 [15,67] sa =
0> 4 - 3 o {md = 2011, o dliyet degeri = max{20,11; 909} = 909
“ “ “ [ue} sd =909
18,11 [727,782] 2,00 [65,146]
0 2 i > % mdd_=9211é72 - maliyet degeri = max{21,72;915} = 915
18,11 [727,782] 3,61 [825,870] sa =
md = 21,11 . L _ B
0 > 4 - 1 o {sd 1002 - maliyet degeri = max{21,11; 1002} = 1002

(%) %) (]
18,11 [727,782] 3,00 [912,967]

Yapilan hesaplamalar sonrasinda miisterilerin maliyet degerleri kiiciikten biiytige dogru asagidaki
gibi siralanmustir.

My < Mg <M, < Ms < Mg < My < Myy < M, < M,

Burada minimum maliyet degerine sahip olan 3 nolu miisteri rotaya eklenir. Ancak rotanin kapali
miisteri sorunu oldugundan dolay1 3 nolu miisteri rotadan ¢ikartilir ve cezali olarak belirlenir. 3 nolu
miisteriden sonraki en kiiciik maliyet degerine sahip olan miisteriler sirasiyla 6, 7, 5, 8, 9, 10 nolu
miisteriler olup, bu miisterilerde sirasiyla rotaya eklenmis ve bu islemler sirasinda yine rotanin kapali
miisteri sorunu ile karsilasildigindan secilen her bir miisteri rotadan ¢ikartilmis ve cezali olarak tespit
edilmistir.

Miisteri listesinde kalan 1 ve 2 nolu miisterilerin maliyet degerleri sirasiyla 1002 ve 915 birim zaman
olarak hesaplanmistir. Burada secim (maliyet) degeri kiiciik olan miisteri 2 nolu miisteri oldugundan 4
nolu miisteriden sonraki miisteri 2 nolu miisteridir. Kisitlara sirasiyla bakildiginda aracin kapasite kisiti
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saglanmaktadir. Ara¢ 2 nolu miisteriye geldiginde 3.61 birim zaman gegecek oldugundan aracin yeni
zamani 820,61 birim zamandir ki bu, miisterinin zaman penceresi olan (825,870)'i ge¢gmemistir.
Dolayistyla zaman penceresi kisiti da saglanmistir. 2 nolu miisterinin agilig zamani 825 birim oldugu igin
ara¢ bu zamana kadar bekleyecektir. Bu miisterinin servise baglama zamani 825 birim olup, 90 birimlik
teslimat stiresinden sonra aracin simdiki zaman birimi 915 ve aracin toplam kapasitesi 40 adet olacaktir.
Dolayisiyla kisitlar saglandigindan aracin rotasindaki ikinci miisteri 2 no’lu miisteri olarak listeden
silinerek rotaya eklenecektir. 2 nolu miisterinin zaman kisit1 gz 6niinde bulundurularak en yakin komsu
sezgiseli ile rotaya eklenecek bir sonraki miisteri 1 nolu miisteridir.

md = 23,72

0z & - 2 = 1 sd = 1007

- maliyet degeri = 1007
() () () () (]
18,11 [727,782] 3,61 [825,870] 2,00 [912,967]

Arag 2 nolu miisteriden 1 nolu miisteriye gittiginde 2,00 birim zaman gegecek ve yeni zaman 917
birim olacaktir. Aracin simdiki zaman birimi 1 nolu miisterinin (912, 967) zaman araliginda oldugu icin
musterinin talebi karsilanacaktir. 90 birimlik teslimat siiresinden sonra aracin simdiki zaman birimi 1007
ve aracin mevcut kullanilan kapasitesi 60 adet oldugundan, aracin 2 nolu miisteriden sonraki rotas: 1
nolu miisteri olmus oldu. 1 nolu miisteri de boylece miisteri listesinden silinmis oldu. Listede kalan 5, 3,
7, 8, 10, 9, 6 numarali miisteriler sirasiyla kapasite ve zaman penceresi kisitlarini saglamadiklarindan
dolay1 ilk aracin rotasindaki ilgili siraya atanamamuslardir. Sonug olarak ara¢ 1'in rotasinda sirasiyla 4,
2, 1 nolu miisteriler yer almis olup, ara¢ depodan sirasiyla miisteri 4, miisteri 2, miisteri 1’e oradan da
tekrar depoya donecektir.

0 - 4 - 2 - 1 - 0
“ “ “ “ “ “ “
18,11 [727,782] 3,61 [825,870] 2,00 [912,967] 18,68

5, 3,7, 8,10, 9, 6 numaral miisteriler heniiz bir rotaya atanmamais olduklarindan siradaki araglara
problemin kisitlarin1 saglayacak sekilde rotalarin ilk miisterisi rastgele sonraki miisteriler en yakin
komsu yontemi ile segilerek, 1. aracin rotasinda yapilan islemlere benzer sekilde tahsis edilirler. S6z
konusu araglarin baslangi¢ noktalar1 depodur ve mevcut kullanilan kapasiteleri ve simdiki zamanlari
0’dur.

Bu 06rnek i¢gin 3 arag aktif olarak kullanilmis ve 10 miisterinin bu ii¢ araca tahsis edilmesi sonrasinda
3 rota olusturulmustur ve rotalar Sekil 17’de gosterilmistir. Olusturulan rotalar ve toplam mesafe su
sekildedir:

Ara¢ 1 (Rota 1): Depo (0) » 4 - 2 - 1 - Depo (0)

Arag¢ 2 (Rota 2): Depo (0) >3 -7 -8 - 10 - 9 — Depo (0)

Arag 3 (Rota 3): Depo (0) » 5 - 6 = Depo (0)

fi = Toplam Mesafe = d(Depo, Misteri 4) + d(Musteri 4, Misteri 2)
+d(Misteri 2, Misteri 1) + d(Musteri 1, Depo)
+d(Depo, Musteri 3) + d(Musteri 3, Misteri 7)
+d(Miusteri 7, Misteri 8) + d(Musteri 8, Misteri 10)
+d(Miusteri 10, Musteri 9) + d(Misteri 9, Depo)
+d(Depo, Miisteri 5) + d(Musteri 5, Misteri 6)
+d(Misteri 6, Depo)
fi=18,11+ 3,61+ 2,00 + 18,68 + 16,12 + 2,00 + 2,83 + 3,61 + 5+ 20,10 + 15,13 + 4,47 + 19,00 =
130,66
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Miisteri 7
Miisteri 8
ARAC 2 (ROTA 2)
! ARAC1(ROTA1) TTteel
/ IR

/
/
/

<

ARAC 3 (ROTA3)

/

/
/
/
/
| 4

Baslangi¢ yiyecek kaynaklarindan birisi yukarida belirtildigi gibi en yakin komsu sezgiseli ile
olusturulmus ve bu yiyecek kaynagmin uygunluk degeri problemin amag¢ fonksiyonuna gore
hesaplanmistir. Olusturulan baslangig yiyecek kaynaginda (¢o6ziim) 3 arag aktif olarak kullanilmis ve 10
miisteri 3 araca tahsis edilmistir. Boylelikle 3 rota olusturulmustur. Diger iki yiyecek kaynag1 da EYK ile

YK,’e benzer sekilde olusturulmus ve uygunluk degerleri amag fonksiyonuna gore hesaplanmistir. Bu
yiyecek kaynaklar1 ve uygunluk degerleri asagida ifade edilmistir.

/
/

/

.‘ \\
4.

/
/

Sekil 17: Ornek Rotalari

vky o] 1 ]Jo]l2]o]s5]3]7][8]w]o]|]4]o]9o]s6]o0]
£,:197,49

vk | o] s [3[7]8[1w0]o]ole|4a]2]0o]1]o0]
£2:127,50

En yakin komsu algoritmasi sonrasi olusturulan yiyecek kaynaklari

YK,;:042103781090560 — f, = 130,66, Arag Says1 = 3

YK,:01020537810040960 - f, =197,49, Arag Sayis1 = 5

YK5:053781009642010 - f; = 127,50,

Arag Sayis1 = 3
1. i§gi ar1 1. Deneme calistyor

Secilen yiyecek kaynagi YK, olsun. Islem segim degeri r = 0,25 olsun. Ekleme operatorii calistyor.
Rastgele secilen rota 1 den 1 nolu miisteri zaman ve kapasite kisitin1 saglayacak sekilde 2 nolu rotadaki
2 nolu miisterinin arkasina eklenir. Yeni yiyecek kaynag1 ve bu yiyecek kaynagina ait uygunluk degeri
asagidaki gibidir:

uzaklik 10 wuzaklik uzaklik 30  uzaklik

~ w ~ ~ [ ~
Rota1l:0 - 1 — 0; Rota2:0 - 2 - 0
N—— [} N—— N—— (o] N——
18,68 [912,967] 18,68 20,62 [825,870] 20,62
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YK;:0210537810040960 - f} =160,19, Arag Sayis1 = 4

Burada, f; < f, oldugundan YK, nin yerine YK; gecerek yiyecek kaynag: giincellenir.
YK;:042103781090560 - f; =130,66, Arag Sayis1 = 3
YK;:0210537810040960 — f, = 160,19, Arag Sayis1 = 4
YK;:053781009642010 - f; =127,50, Arag Sayis1 = 3

2. Isciar1 1. Deneme calisiyor.

Secilen yiyecek kaynagi YK ve islem se¢cim degeri r = 0,70 olsun. Alt diziyi rastgele ekleme
operatorii ¢alisiyor.

YKZI: 0 2 1 0 5 3 7 8 10 0 4 0 9 6 0

Bu yiyecek satirinda bir depo ve miisterilerden olusan dizi problemin kisitlarini saglayacak sekilde

}E uzaklik
P 5 0
w e
[727,782] 18,11
olarak rastgele secilsin. Secilen bu dizi 4. rotaya zaman ve kapasite kisitlarini saglayacak sekilde 6 nolu
miisteriden sonraki konuma yerlestirilir.
uzakk 10 wzakuk 20 wuzakuk 10 uzakik
0 3 9 3 6 = 4 5 00
—_ —_ 2 = Y

e N
20,10 [534,605] 2,24 [621,702] 2,24 [727,782] 18,11

Uygulanan bu alt diziyi rastgele ekleme operatorii sonrasi olusturulan yeni ¢oztim satirs;
YK}:021053781009640 — fl' = 125,32, Arag Sayis1 = 3
olarak elde edilmistir. f;i' < f} oldugundan yiyecek kaynagi YK3 olarak giincellenmistir.

Yiyecek Kaynaklar (Segilen yiyecek kaynagi iyilestirildi, popiilasyon giincellendi)

YK:042103781090560 - f; = 130,66, Arag Sayisi = 3
YK}:021053781009640 — fl' = 125,32, Arag Sayisi = 3
YK;:053781009642010 — f; = 127,50 Arag Sayisi = 3

3. Isci ar1 1. Deneme ¢alisiyor.

Secilen yiyecek kaynag1 YK, ve islem secim degeri r = 0,50 olsun. Yer degistirme operatorii ¢alisiyor.

YK;:| O 4 2 1 0 3 7 8 10 9 0 5 6 0

Yiyecek kaynaginda rastgele secilen 2. rotadaki 3 nolu miisteri ile 3. rotadaki 5 nolu ilgili rotalardan
cikarilir ve yer degistirerek rotalara eklenir. Buradaki ¢ikarma ve ekleme islemleri rotalardaki arag
kapasitesi, miisterilerin ve deponun zaman penceresi kisitlar1 géz oniine alinarak yapilir. Tiim bu
islemler sonucunda olusturulan yiyecek kaynagi, bu kaynaga iliskin uygunluk degeri ve arag sayisi;

uzaklik 10  wyzaklik 20  wzakik 20  wuzakhik 10 yzakuk 10  wuzaklik
~ ~ ~ ~

Rota2:0 3 3 3 7 3 8 5 10 3 9 3 0
—— “ —— “ ——

L SN—— N——— Nl N’ R
16,12 [65146] 2,00 [170,225] 2,83 [255324] 3,61 [357,410] 5 [534,605] 20,10

uzaklik 10 wuzaklik 20  uzaklik

Rota3:0 3 5 3 3 30
—— (o] —— “w ——

15,13 [1567] 4,47 [621,702] 19,00

YK}:042105781090360 - fi' =1288, Arag Sayis1 = 3

olarak elde edilmistir. fi' < f; oldugundan yeni yiyecek kaynagi YK{ bir 6nceki yiyecek kaynaginin
yerini almistir.
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Isgi Ar1 Evresi Sonrasi Yiyecek Kaynaklari (Segilen yiyecek kaynag iyilestirildi, popiilasyon giincellendi)

YK:042105781090360 — f = 1288, Arag Sayisi = 3
YKY:021053781009640 — f} =12532, Arag Sayis1 = 3
YK;:053781009642010 - f; = 127,50, Arag Sayis1 = 3

1. Gozcii Arn 1. Deneme calisiyor.

Secilen en iyi yiyecek kaynag: en diisiik amag fonksiyonuna sahip YK} ve islem secim degeri r =
0,24 olsun. Ekleme operatorii galistyor.

YKzll: 0 2 1 0 5 3 7 8 |10 O 9 6 4 0

Bu yiyecek kaynaginda 2 nolu miisteri zaman ve kapasite kisitin1 saglayacak sekilde birinci rotadan
rastgele secilerek ¢ikartilir. 2 nolu miisteri ¢6ztim satirinda yer alan bu ve diger rotalardaki miisterilerin
zaman kisitlarini ve her bir aracin kapasite kisitin1 saglayacak sekilde rastgele ticiincii rotaya 4 nolu
miisteriden sonra eklenerek yeni ¢6ziim satir1

3;9 uzaklik }_2 uzaklik E_? uzaklik }f‘) uzaklik 29 uzaklik
- - = - "~
2 o0 - 9 - 6 - 4 - 2 - 0
[} ——— (") ~———— (o] ——— (o) ~———— [} ——
[825.870] 2010 [534.605] 2,24 [621,702] 224 [727.782] 3,61 [825870] 2062
11 11
YK} :010537810096420- f} =127,50 Arag Sayis1 = 3

seklinde elde edilir. Burada, f211 < leu oldugundan ekleme operatorii ile olusturulan ¢dziim bir 6nceki
¢oziimden iyi olmadigindan dolay1 yeni ¢6ziim eski ¢6ziim ile yer degistiremez.

2.Gozcii ar1 1. Deneme calisiyor.

Secilen en iyi yiyecek kaynagi en diisiik amag fonksiyonuna sahip YK} ve islem secim degeri r =
0,44 olsun. Yer degistirme operatorii ¢alistyor.

N
—_
o
w
w
~N
[0}

101 0 9 6 4 0

Yk': | 0

Yiyecek kaynaginda rastgele secilen 3. rotadaki 9 nolu miisteri ile 2. rotadaki 10 nolu ilgili rotalardan
cikarilir ve yer degistirerek rotalara eklenir. Buradaki ¢ikarma ve ekleme islemleri rotalardaki arag
kapasitesi, miisterilerin ve deponun zaman penceresi kisitlar1 géz oniine alinarak yapilir. Tim bu
islemler sonucunda yeni ¢oziim satir

o

uzaklik 10 wzakuk 10  wyzakik 20 uzaklik 2 uzaklik 10 uzaklik
~ o] ~ ool ~ o] ~ ~ 3 ~
0 - 5 - 3 - 7 - - 10 - 0
S Y & _ oS
1513 [1567] 1,00 [65146] 2,00 [170,225] 2,83 [255324] 3,61 [357.410] 1676
uzaklik 10 wyzakik 20 wyzakuk 10  uzaklik
~ ~

{co3

03 9 3 6 3 'z 3 9

~—_——— [} ——— “ N—— sl SN——

20,10 [534,605] 2,24 [621,702] 2,24 [727,782] 18,11
YKF*:02105378901064 0— ' = 127,30 Arag Sayisi = 3

olarak bulunur. Burada, f211 < lelz oldugundan yer degistirme operatorii ile olusturulan ¢6ziim bir
onceki ¢oziimden iyi olmadigindan dolay1 hafizaya alinmaz.

3. Gozcii ar1 1. Deneme calisiyor

Secilen en iyi yiyecek kaynagi en diisiik amag fonksiyonuna sahip YK211 ve islem se¢cim degeri r =
0,83 olsun. Alt diziyi rastgele ekleme operatorii galisiyor.

YK211: 0 2 1 0 5 3 7 8 1101 O 9 6 4 0

Bu yiyecek satirinda bir depo ve miisterilerden olusan dizi problemin kisitlarimni saglayacak sekilde
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olarak rastgele secilsin. Segilen bu dizi 3. rotaya zaman ve kapasite kisitlarini saglayacak sekilde 6 nolu
miisteriden sonraki konuma yerlestirilir. Yeni yiyecek kaynagi

N

uzaklik }3 uzaklik 0 wzakik 30  wuzaklik }_9 uzaklik

0 3 9 5 % 3 7 3 1 500
N — [S9) N—— [S9) N — (o) N—— (o) N——
20,10 [534,605] 2,24 [621,702] 5,10 [825,870] 2,00 [912,967] 18,68
YK}?:053781009621040 — £ = 125,67, Arag Sayisi = 3

seklinde olur. Burada, le1 < le13 oldugundan alt diziyi rastgele ekleme operatdrii ile olusturulan ¢o6ziim
bir dnceki ¢oziimden daha iyi olmadigindan dolay: yeni ¢oziim eski ¢oziim ile yer degistiremez.

Gozcli Ar1 Evre Sonras Yiyecek Kaynaklar:

YK!:042105781090360 - fi' =1288, Arag Sayis1 = 3
YK}:021053781009640 — fl' = 125,32, Arag Sayis1 = 3
YK;:053781009642010  — f3 = 127,50, Arag Sayis1 = 3
Kasif Ar1 Evresi

Kasif ar1 evresinde yiyecek kaynaklar1 baslangic evresindeki yiyecek kaynaklarinin sayisina esit
olacak sekilde rastgele ve en yakin komsu algoritmasi ile ayr1 ayri ele alinarak olusturulacaktir. Baglangic
yiyecek kaynag1 evresinde EYK ile yiyecek kaynaklariin nasil olusturuldugu belirtildiginden bu evrede
yiyecek kaynaklarinin rastgele bir sekilde olusturulmasi ele alinacaktir.

Durum 1: Kasif ar1 evresindeki yiyecek kaynaklarinin rastgele olusturulmasi

RYK;: | O 7 9 4 1 0 2 0 5 3 8 10 | 6 0

Rastgele olusturulan Yiyecek kaynagi 1 de rota 1’in nasil olusturulduguna bakalim.

uzaklik 39 uzaklik }3 uzaklik (1-2 uzaklik ’1_3 uzaklik
0 3 7 3 9 3 4 3 1 3 0
—_— ) “— —_— fw —_—

1600 [170225] 447 [534,605] 447 [727.782] 3,00 [912967] 18,68
Rastgele olusturulmus baslangi¢ ¢oziimde 1’inci arag hareket ettirilir ve bu araca ait bilgiler su
sekildedir: Baslangi¢ noktas: depo (0) ile bir rota olusturulur, kullanilan kapasite miktar1 ve simdiki
zamani 0’dir. Miisteri listesinden rastgele secilmis 7 no’lu miisteriye bakilir, s6z konusu miisteri herhangi
bir araca atanmadigindan kisitlarin saglanip saglanmadigina bakilir. Eger miisteri bu aracin rotasinda
yer alirsa, aracin tasimasi gereken yiik miktar: 20 adet olacaktir ve bu miktar aracin kapasitesi 70’dan
kiictiktiir, yani ilk kisit saglanmastir.

Arag depodan bu miisteriye miisterinin kapanis zamanindan o6nce varabilmelidir. Depo ve miisteri
7 arasmdaki uzaklik 16,00 uzaklik birimidir ve siire olarak alindiginda ise 16,00 zaman birimine karsilik
gelecektir. Yani ara¢ miisteriye vardiginda simdiki zamamn 16,00 olacaktir, bu da miisterinin kapanis
zamani olan 225 zaman biriminden Oncedir, ikinci kisit da yerine getirilmistir. Fakat arag teslimatin
gerceklesebilmesi igin miisterinin agilis zamanina kadar beklemek zorundadir. Bu durumda teslimat en
erken 170 zaman biriminde baslayacaktir. Ugiincii ve son kisit deponun son kapanis zamani kisitidir,
eger miisteri bu araca tahsis edilen son miisteri ise ara¢ miisterinin talebini yerine getirdikten sonra
depoya geri gidecek oldugundan bu islem deponun kapanis zamanindan once gerceklesmelidir. Bu
miisteriye teslimat 170 zaman biriminde olacaktir, 90 zaman birim teslimat siiresinden sonra 260 zaman
biriminde depoya gitmek tizere yola ¢ikacaktir. Aralarindaki uzaklik simetrik oldugundan dontiste de

16,00 zaman birimlik mesafe olacagindan ve ara¢ depoya donecekse 276 zaman biriminde depoda
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olacaktir ki bu da deponun kapanis zamani olan 1236 zaman biriminden 6ncedir. Son kisit da boylece
saglanmis oldu. Dolayistyla birinci aracin rotasinda depodan sonraki tahsis edilen ilk miisteri 7 no’lu
miisteri olmus oldu. Mevcut konumu 7 nolu miisteri olan aracin, kullanilan kapasitesi 20 adet ve simdiki
zamani 260 zaman birimi olacaktir.

Bir sonraki miisteri sorgulamirken depoya gidis siiresi ilave edilmeyecektir. Miisterinin rotadaki
ikinci siraya uygunlugu kontrol edilecektir. Miisteri 7 ise bir araca atanmis olarak miisteri listesinden
kaldirilacaktir. Bir sonraki sirada 9 numarali miisteri bulunmaktadir ve herhangi bir aracin rotasina
tahsis edilmemistir. Kisitlara sirasiyla bakildiginda aracin kapasite kisit1 saglanmaktadir. Aracin simdiki
zamani 260, miisterinin zaman penceresi olan (534,605)'i gegcmemistir. Dolayistyla zaman penceresi kisiti
da saglanmistir. Birinci ara¢ 7 numarali miisteriden 9 numarali miisteriye gittiginde 4,47 birim zaman
gececek ve yeni zaman 264,47 birim olacaktir. 9 nolu miisterinin agilis zamani 534 birim oldugu i¢in arag
bu zamana kadar bekleyecektir. Bu miisterinin servise baslama zamani 534 birim olup, 90 birimlik
teslimat siiresinden sonra aracin simdiki zaman birimi 624 ve aracin toplam kapasitesi 30 adet olacaktir.
Dolayisiyla kisitlar saglandigindan dolayr aracin rotasindaki ikinci miisteri 9 no’lu miisteri olarak
listeden silinerek rotaya eklenecektir.

Arag 9 nolu miisteriden 4 nolu miisteriye gittiginde 4,47 birim zaman gececek ve yeni zaman 628,47
birim olacaktir. Aracin simdiki zaman birimi 4 nolu miisterinin (727, 782) zaman araligindan 6nce oldugu
i¢in ara¢ miisterinin agilis zamani 727 ye kadar bekleyecektir. A¢ilis zamani geldiginde aracin simdiki
zamani 727 birim olacaktir. 90 birimlik teslimat siiresinden sonra aracin simdiki zaman birimi 817 ve
aracin mevcut kullanilan kapasitesi 40 adet oldugundan, aracin 9 nolu miisteriden sonraki rotasi 4 nolu
miisteri olmus oldu. Arag 4 nolu miisteriden 1 nolu miisteriye gittiginde 3,00 birimlik zaman gegecek ve
yeni zaman 820 birim olacaktir. 1 nolu miisterinin agilis zamani 912 birim oldugundan dolay1 arag bu
saate kadar bekleyecek olup, aracin o saat geldiginde simdiki zaman1 912 birim olacaktir. 1 nolu miisteri
boylece miisteri listesinden silinmis oldu. Listede kalan 2, 3, 5, 6, 8, 10 numarali miisteriler sirasiyla
kapasite ve zaman penceresi kisitlarin1 saglamadiklarindan dolayi ilk aracin rotasindaki ilgili siraya
atanamamuiglardir. Sonug olarak arag 1’in rotasinda sirasiyla 7, 9, 4 ve 1 nolu miisteriler yer almis olup,
ara¢ depodan sirasiyla miisteri 7, miisteri 9, miisteri 4 ve miisteri 1’e oradan da tekrar depoya donecektir.
2, 3, 5, 6, 8, 10 numarali miisteriler heniiz bir rotaya atanmamis olduklarindan siradaki araglara
problemin kisitlarini saglayacak sekilde rastgele segilerek, 1. aracin rotasinda yapilan islemlere benzer
sekilde tahsis edilirler. S6z konusu araglarin baslangi¢ noktalar1 depodur ve mevcut kullanilan
kapasiteleri ve simdiki zamanlar1 0’dir. Diger yiyecek kaynaklar1 da benzer sekilde rastgele olusturulur
ve uygunluk degerleri amag fonksiyonuna gore hesaplanir. Rastgele olusturulan yiyecek kaynaklarina
ait ¢oziimler, uygunluk degerleri ve arag sayilar1 asagida ifade edilmistir.

Yiyecek Kaynaklar ( Rastgele Kasif Ar1 Yiyecek Kaynaklar1)

RYK;:079410205381060 > fryq = 1369, Arag Sayis1 = 3
RYK,:09103764010208050 = f,,, = 202,16, Arag Sayis1 = 5
RYK3:01042053789060100 - f,3 = 194,28, Arag Sayis1 = 5

Yiyecek Kaynaklar1 (Gozcili Ar1 ve Kasif Ari Birlestirilmis Yiyecek Kaynaklari)

YK{:042105781090360 - fi'! =1288, Arac Sayis1 = 3
YKY:021053781009640 — f} =12532, Arac Sayis1 = 3
YK;:053781009642010 - f3 =127,50, Aracg Sayis1 = 3
RYK;:079410205381060 - fryq = 136,9, Aracg Sayis1 = 3
RYK;:09103764010208050 — fryx, = 202,16, Arag Sayis1 = 5
RYK5:01042053789060100 — fos = 194,28, Arag Sayist = 5
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En Iyi Sonug
YKY:021053781009640 — f} =12532, Arac Sayis1 = 3

Durum 2: Kasif ar1 evresindeki yiyecek kaynaklarinin EYK ile olusturulmasi

Yiyecek kaynaklar1 baslangi¢ evresinde oldugu gibi EYK ile olusturulmus, uygunluk degerleri ve
arag sayilari ile birlikte bu yiyecek kaynaklar1 asagida belirtilmistir.

Yiyecek Kaynaklar1 ( EYK Kasif Ar1 Yiyecek Kaynaklari)

EYKYK;:064210537810090 > foykyk1 = 127,6, Arag Sayis1 = 3
EYKYK,:0109641020 7803050 - foy,x; = 188,6,  AragSayisi =5
EYKYK3:042107810905360 = foyryks = 128,68, Arag Sayis1 = 3
Yiyecek Kaynaklar1 (Gozcii Ar1 ve Kasif Ar1 Birlestirilmis Yiyecek Kaynaklari)
YK:042105781090360 — f = 1288, Arag Sayis1 = 3
YK}':021053781009640 — fl' = 125,32, Arag Sayis1 = 3
YK;:053781009642010 > f, = 127,50, Arag Sayis1 = 3
EYKYK;:064210537810090 - foyryk1 = 127,6, Arag Sayis1 = 3
EYKYK,:0109641020 7803050~ fyyx = 188,6, Arag Sayisi =5
EYKYK;:042107810905360 = foyyxs = 128,68, Arag Sayis1 = 3
En iyi Sonug

YK}:021053781009640 — fl' = 125,32, Arag Sayis1 = 3

Ates Bocegi Algoritmasi (ABA)

Bu boliimde ates boceklerinin biyolojik temellerine, geceleri yanip sonen 1siklari sayesinde
partnerlerini cekmeleri veya olasi tehditlere karsi 6nlem aldiklarina, temel ates bocegi algoritmasina,
ayrik ates bocegi algoritmasina, zaman pencereli ara¢ rotalama problemi icin gelistirilen ates bocegi
algoritmasina deginilmis ve gelistirilen algoritmanin isleyisi kiigiik boyutlu bir 6rnek tizerinde
gosterilmistir. Diger taraftan iki ates bocegi arasindaki uzakligin hesaplanmasi iki ayri formiille ele
almmustir. Temel ates bocegi algoritmasinda bu uzaklik Oklid uzakligi ile ele alimirken ayrik ates bocegi
algoritmasinda ise Hamming uzaklig1 ile hesaplanmistir. Problem igin gelistirilen ates bocegi
algoritmasinda baglangic ates bocegi popiilasyonu rastgele ve en yakin komsu algoritmasi olmak iizere
iki farkl sekilde olusturulmustur. Yeni ates boceklerinin olusturulmasinda ekleme, yer degistirme ve 2 —
opt™ operatorlerinden faydalanilmistir.

Ates Boceklerinin Biyolojik Temelleri

Ates bocekleri, tiim boceklerin en karizmatikleri arasindadir ve muhtesem kur gosterileri sairlere ve
bilim adamlarina ilham kaynagi olmustur. Giintimiizde diinya capinda 2000'den fazla tiirii
bulunmaktadir. Genellikle, ates bocekleri cesitli sicak ortamlarda yasar ve en ¢ok yaz gecelerinde
aktiftirler. Bircok arastirmaci, dogada atesbocegi olaylarini incelemis olup, ates boceklerini arastiran ¢ok
sayida makale literatiirde yer almaktadir.

Ates bocekleri, biyokimyasal proses biyoliiminesans: tarafindan {iiretilen yanip sonen isiklariyla
karakterize edilir. Bu tiir yanip sonen 1sik, ¢iftlesme i¢in birincil kur sinyalleri olarak islev gorebilir. Yanip
sonen 1s1k ciftlesme partnerlerini gekmenin yani sira, potansiyel yirticilar: uyarmaya da yarayabilir. Baz1
ates bocegi tiirlerinde baz1 yetigkinler biyoltiminesanstan yoksundur. Bu tiirler karincalara benzer
sekilde feromon sayesinde eslerini ¢ekerler.
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Ates boceklerinde, biyoliiminesan reaksiyonlar fener adi verilen 1sik iireten organlardan meydana
gelir. En biyoliiminesan organizmalar sadece yavas modiile edilmis flaglar saglar (ayrica pariltilar). Buna
karsilik, bircok ates bocegi tiirtindeki yetiskinler, yiiksek ve ayrik flaglar yaymak igin
biyoliiminesanslarini kontrol edebilirler. Fenerlerin 11k {iretimi, atesboceginin merkezi sinir sisteminden
kaynaklanan sinyallerle baslatilir.

Cogu ates bocegi tiirleri, biyoliiminesans kur sinyallerine giivenir. Tipik olarak, ilk isaretciler
zeminde ucamayan disileri cekmeye ¢alisan ucan erkeklerdir. Bu sinyallere yanit olarak, disiler stirekli
veya yanip sonen 1siklar yayar. Her iki ¢iftlesme ortag: da tiir kimligi ve cinsiyet gibi bilgileri kodlamak
icin kesin olarak zamanlanmis farkh flas sinyal Ornekleri iiretir. Disiler, kur sinyalindeki davranis
farkliliklarina gore cezbedilmektedir. Tipik olarak, disiler daha parlak erkek flaglar1 tercih eder. Flas
yogunlugunun kaynaktan uzakliga gore degistigi iyi bilinmektedir. Neyse ki, baz1 ates bocegi tiirlerinde
disiler daha giiclii 151k kaynag1 tarafindan {iretilen daha uzak flaslar ile zayif 1s1k kaynaklar tarafindan
iiretilen daha yakin flaglar arasinda ayrim yapamazlar.

Ates bocegi flas sinyalleri oldukca dikkat gekicidir ve bu nedenle ¢ok cesitli potansiyel yirticilar:
caydirabilir. Sadece en giiglii bireyin hayatta kalabilecegi dogal seleksiyon anlaminda, flas sinyalleri
potansiyel yirticilar1 uyarmaya yarayan savunma mekanizmalari olarak gelisir (Fister vd., 2013: 35-36).

Temel Ates Bocegi Algoritmasi

Ates bocegi, cogunlukla biyoliiminesans islemiyle iiretilen kisa ve ritmik flaglar {ireten bir bocektir.
Ates bocekleri, yanip sonen 1siklar1 sayesinde, partnerlerini ve potansiyel avlari kendilerine dogru
¢ekerlerken ayni zamanda bu 1siklar1 yirticiya karst koruyucu bir 6nlem olarak kullanirlar. Boylece, 151k
yogunlugu ates boceklerinin diger ates boceklerine dogru hareket etmesi olarak tanimlanabilir.

Isik yogunlugu, seyredenin goziinden uzakliga gore degisiklik gostermektedir. Uzaklik arttikca 151k
yogunlugunun azaldigini sdylemek giivenlidir. Isik yogunlugu aym zamanda cevre tarafindan emilen
havanin etkisidir, boylece uzaklik arttik¢a yogunluk daha az cekici hale gelir (Ali vd., 2014: 1732).

[lk olarak Yang (2008, 2009) tarafindan gelistirilen temel ates bocegi algoritmasi, ates boceklerinin
yanip sonen ozelliklerinin ideal davranmislarina dayanir. Algoritmayr dogru bir sekilde anlamak igin
asagidaki tig ideal kurali belirtmek 6nemlidir:

v Siirtideki tiim ates bocekleri cinsiyetsiz olarak kabul edilir ve boylece bir ates bocegi
cinsiyeti ne olursa olsun diger ates boceklerini etkileyebilir.

v Cekicilik, parlaklik ile orantilidir, yani herhangi iki ategsbocegi i¢in daha parlak olanin
daha az parlak olani ¢ekecegi anlamina gelir. Ates bocekleri arasindaki uzaklik arttikga cekicilik azalir.
Ayrica, bir ates bocegi siirliniin en parlak olani ise, rastgele hareket eder.

v Bir ates boceginin parlakligit dogrudan s6z konusu problemin amag fonksiyonu
tarafindan belirlenir. Bu sekilde, bir maksimizasyon problemi i¢in parlaklik amag fonksiyon degeri ile
orantili olabilir. Ote yandan, bir minimizasyon problemi i¢in, amag fonksiyon degerinin karsit1 olabilir.
Yani, daha parlak olan ates bocegi amag fonksiyon degeri en kiigiik olan ates bocegidir.

Algoritma 2’de, Yang (2008) tarafindan ileri siiriilen temel ates bocegi algoritmasinmin sézde kodu
ifade edilmistir. Bu dogrultuda, ates bocegi algoritmasinda cekicilik, uzaklik ve hareket olmak {izere
dikkate alinmasi gereken ii¢ onemli faktor vardir. Ates bocegi algoritmasinin temel modelinde bu
faktorler asagidaki gibi ele alinmaktadir. Her seyden dnce, bir ates boceginin ¢ekiciligi 1s1tk yogunlugu ile
belirlenir ve asagidaki formiil kullanilarak hesaplanabilir:

B() = Foe™™ (3.6)
Diger taraftan, temel ates bocegi algoritmasinda herhangi bir iki ates bocegi i ve j arasindaki uzaklik
1;j, Kartezyen uzakligi kullanilarak hesaplanir ve agagidaki denklemle ifade edilir:
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d
riy = 1% = Xl = Z(Xi.k ~ %)’ (3.7
k=1

Burada X, i. ates boceginin X; uzaysal koordinatinin k. bilesenidir. Son olarak, bir i ates boceginin
daha parlak olan j ates bocegine dogru hareketi ise asagidaki denklem ile belirlenir:

X=X+ Boe_yrizf(Xj —X;) + a(rand — 0,5) (3.8)

Burada a, keyfi bir parametre ve rand’da [0,1] araligindaki keyfi bir sayidir. Ote yandan, denklemin
ikinci terimi ¢ekim varsayimindan kaynaklanmaktadir (Osaba vd., 2017: 5300-5301). Bir i. ates boceginin
kendisinden daha parlak olan j. ates bocegine olan sistematik hareketi Sekil 18’de gosterilmistir.

Sekil 18: Ates Boceginin Sistematik Hareketi
Kaynak: (Yesodha ve Amudha, 2019:165)

Algoritma 2. Temel Ates Bocegi Algoritmasinin Kodu
1 Amacg Fonksiyonu f (x)'i tanimla;
2 Ates bocedi populasyonunu baslat X = x4, x5, ... x,.;
3 Isik emilim katsayisi olan y'1 tanimla;
4 for popilasyondaki her x; ates bocegi do
5 Isik yogunlugu [;'yi baslat;
6 end
7 repeat
8 for sirlideki her x; ates bocegi do
9 for surlideki diger her x; ates bocegi do
10 if ; > I; then
11 x; ates bocegini x; ateg bécegine dogru hareket ettir;
12 end
13 Cekicilik e™¥" Gizerinden r uzakhidiyla degisir;
14 Yeni ¢ozlimleri dederlendir ve isik yogunlugunu giincelle;
15 end
16 end
17 Ates boceklerini sirala ve mevcut en iyisini bul;
18 Durdurma kriterine ulasilana kadar;
19 Ates boceklerini sirala ve mevcut en iyisine don;
Kaynak: ( Osaba vd., 2017: 5301)
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Ayrik Ates Bocegi Algoritmasi (AABA)

Klasik ates bocegi algoritmasi, siirekli optimizasyon problemleri icin gelistirilmistir. Bu sebepten
dolayi, cizelgeleme ve arag¢ rotalama gibi farkli ayrik problemlerin ¢oziimiinde bu algoritmanin temel
versiyonu dogrudan kullanilamaz (Qamhan vd., 2019: 5). Bu sebepten algoritmanin ayrik versiyonunda
birtakim degisiklikler yapilmistir.

Tk olarak, ileri siiriilen ayrik ateg bocegi algoritmasinda siiriideki her ates bocegi ayrik bir problem
i¢in olas1 ve uygun bir ¢dziimii temsil eder. Ates boceklerinin tiimii rastgele olusturulur. Problemin amag
fonksiyonuna gore ates boceklerinin cekiciligi belirlenir. Problem, bir maksimizasyon problemi
oldugunda en yiiksek amag fonksiyon degerine sahip ates bocegi en cekici ates bocegi iken problem, bir
minimizasyon problemi oldugunda ise en diisiik amag fonksiyon degerine sahip ates bocegi en ¢ekici
ates bocegidir. Ayrica, 151tk emilim kavrami ates bocegi algoritmasinin bu versiyonunda da ifade
edilmektedir. Bu durumda, y = 0,95 151k emilim katsay1 parametresi denklem (3.8)'de de goriildiigii gibi
kullanilir. Bu parametre, literatiiriin cesitli ¢calismalarinda onerilen ilkelere gore ayarlanmistir. Bunun
yani sira, iki farkli ates bocegi arasindaki uzaklik, dizideki karsilik gelmeyen elemanlarin sayist olarak
ifade edilen Hamming Uzaklig1 ile hesaplanir. Ornegin; rastgele iki ates bocegi ve bu ates boceklerinin 8
diigiimden olusan bir keyfi k dizisi asagidaki gibi verilsin:

x, (dizi — k):{0,1,2,3,4,5,6,7}
x,(dizi — k):{0,1,3,2,5,4,6,7}

Bu durumda k dizisi igin x; ve x, ates bocegi arasindaki Hamming uzakhi$1 4'tiir. Bu aym
karsilastirma her dizi igin yapilir. Boylece i ve j ates bocegi arasindaki toplam uzaklik, her dizi igin
hesaplanan tiim uzakliklarin toplamidir.

Son olarak, baska bir daha parlak j ates bocegine ¢ekilen bir i ates boceginin hareketi asagidaki gibi
hesaplanur:

n= Random(Z, ri]-.yg) (3.9)
x; = Ekleme Fonksiyonu(x;,n) (3.10)

Burada 7;j, i ates bocegi ile j ates bocegi arasindaki Hamming uzakhigi ve g, iterasyon sayisidir. Bu
durumda, bir ates boceginin hareket uzunlugu 2 ile r;;.y9 arasinda rastgele bir say1 olacaktir. Hareket
fonksiyonuna gelince, ekleme fonksiyonu kullanilmistir. Bu fonksiyon, rastgele bir rotadan rastgele bir
diigtim seger ve gikarir. Sonra, bu diigtim segilen diigiimiin dizisinin iginde rastgele bir konuma eklenir.
Bu fonksiyon, miimkiin olmayan ¢dziimler yaratmamak igin kapasite kisitlamasmi dikkate alir. Daha
Once gezgin satict problemi igin gelistirilen ve yayinlanan ates bocegi algoritmasi ile aym felsefeye
takiben, onerilen ayrik ates bocegi algoritmasindaki ates boceklerinin hareket yonleri yoktur. Bunun
yerine ates bocekleri evrim stratejilerini kullanarak hareket ederler. Bu sekilde, her bir ates bocegi, n tane
varis {ireterek ve ekleme fonksiyonunu n kere kullanarak hareket ederler. Bu n hareketten sonra yeni
ates bocekleri tiretilerek en iyisi bulunmaya galigilir.

Tleri siiriilen ayrik ates bocegi algoritmasiin sézde kodu Algoritma 3'te gosterilmektedir. 1-3 arast
satirlarda, ates boceklerinin baglatilmas1 ve degerlendirilmesi asamasi olan baslangig evresi
gerceklestirilir. Ayrica, y parametresi belirlenir. Satir 4’te popiilasyondaki her ates bocegi i¢in amag
fonksiyon degeri yani 151k yogunlugu hesaplanir. Ek olarak, 10-12 satirlarinda hareket siireci baslatilir.
10. Satirda segilen x; ile x; arasindaki uzaklik Hamming Uzaklig1 ile hesaplanir. Uzaklik elde edildiginde,
2 ile 1;;.y9 arasinda rastgele bir say1 olan n parametresi hesaplanir. Son olarak hareket daha 6nce de
aciklandig gibi Ekleme Fonksiyonu kullanilarak 12. satirda gergeklestirilir. Bu hareket siirecinden sonra
ates bocekleri satir 14'te degerlendirilir ve 17. satirda siralanir. Bu iterasyon siireci durdurma kriteri
karsilanana kadar devam eder. (Osaba vd., 2017: 5301-5302).
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Algoritma 3. Ayrik Ates Bocegi Algoritmasinin Kodu
1 Baslangi¢ ates bocedi populasyonunu olustur X = x4, x5, ... Xp,;
2 | y=0.95;
3 for populasyondaki her x; ates bocedi do
4 I; = fitness(x;);
5 | end
6 | repeat
7 for stirideki her x; ates bocegdi do
8 for surlideki diger her x; ates bocegi do
9 if ; <[ then
10 T = HammingDistance(xi,xj);
11 n = Random(2,7;;.v9);
12 x; = Ekleme Fonksiyonu(x;,n);
13 end
14 Yeni ¢ozlimleri dederlendir ve isik yogunlugunu giincelle;
15 end
16 | end
17 | Ates boceklerini sirala ve mevcut en iyisini bul;
18 | Durdurma kriterine ulasilana kadar;
19 | Ates boceklerini sirala ve mevcut en iyisine don;
Kaynak: (Osaba vd., 2017: 5302)

ZPARP icin Gelistirilmis Ayrik Ates Bocegi Algoritmasi
Zaman pencereli ara¢ rotalama problemini ¢ozmek icin Onerilen ayrik ates bocegi algoritmasi
asagidaki gibidir.

Baglangig Popiilasyonunun Olugturulmasi

ZPARP igin onerilen ates bocegi algoritmasinin parametreleri; popiilasyon boyutu, maksimum
iterasyon sayisi, 15tk emilim katsaysis1 y, ilk popiilasyon aday bulma deneme sayisi ve 2 — opt™ ig
deneme sayis1 algoritmanin performansimni kontrol etmek igin belirlenir. Baslangic ates bocegi
popiilasyonu 2 farkli sekilde belirlenmistir. Bunlar sirasiyla rastgele baslangi¢ popiilasyonu ve en yakin
komsu algoritmasi yontemleridir. En yakin komsu sezgiselinin detaylar1 daha 6nce Boliim 3.1.4.1.1'de
ifade edilmistir. Baslangi¢ ates bocegi popiilasyonunun rastgele olusturulmasi ise asagida agiklanmasgtir.

Baslangi¢ Popiilasyonunun Rastgele Olugturulmasi

Baslangig bireylerin rastgele olusturulmasimin meta-sezgisel algoritmalarin optimizasyon kalitesini
kanitlamada en uygun yolu oldugunu belirtmekte yarar vardir (Osaba vd., 2018: 4). Kapasite kisitl1 arag
rotalama problemini ele alan bir ¢alismada, ates bocegi algoritmasinda stiriideki ates bocekleri rastgele
olacak sekilde asagidaki adimlara gore olusturulmustur (Altabeeb vd., 2019: 3):

i. Baslangi¢ noktasi (depo) ile bir rota olusturulur;
ii. Miisteri listesinden rastgele bir miisteri segilir ve miisterinin tekrar segilmemesini saglamak
i¢in ayru listeden secilen miisteri silinir;
iii. Secilen miisteri asagidaki sart1 saglayacak sekilde rotaya eklenir;
e Rotanun Kapasitesi < Aracin Kapasitesi ise;
Adim ii. ve iii. tekrar edilir, Aksi halde son nokta (depo) rotaya eklenir.
iv. Rota sayis1 1 arttirilir;

v. Tiim miisterilere hizmet verilene kadar i’den iv'ye kadar olan adimlari tekrarla.
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Bizim ¢alismamizda da stirtideki her bir ateg bocegi yukaridaki adimlara gore rastgele olusturulacaktir.
Tabi burada iii. adimdaki

e Rotanin Kapasitesi < Aracin Kapasitesi ise;

kisitina ek olarak problemin zaman penceresi kisiti da dikkate alinarak secilen miisteri rotaya
eklenecektir.

Istk Yogunlugunun Hesaplanmasi ve En (ekici (En lyi) Ates Biceginin Tespit Edilmesi

Bir calismada, her bir ates boceginin 1sik yogunlugu, ates boceginin amag fonksiyon degeri ile
belirlenmistir (Qamhan vd., 2019: 5). Bir diger calismada ise, ates bocegi olusturulduktan sonra, amag
fonksiyon degerinin hesaplanmasi, ilgili ates bocegindeki tiim rotalarin toplam uzaklig1 olarak
yapilmistir. Her bir rotanin uzakligi, baslangictaki depo ve bitis noktalar1 dahil olmak iizere tiim
miisterileri arasindaki Oklid uzakliklarinin toplami ile hesaplanmistir (Altabeeb vd., 2019: 3).

Bizim ¢alismamizda her bir ates boceginin 151k yogunlugunu, ates boceginin amag fonksiyon degeri
olarak ele alinip, amag fonksiyon degeri de ilgili ates bocegindeki tiim rotalarin toplam uzaklig olarak
hesaplanacaktir. Yine burada da her bir rotanin uzakhigini hesaplamada Oklid uzakligi kullanilacaktir.
Ele aldigimiz problem, bir minimizasyon problemi oldugundan en diisiik amag fonksiyon degerine sahip
ates bocegi en gekici (en iyi) ates bocegi olarak kabul edilecektir. Bu durumda her bir ates boceginin 1s1k
yogunlugu fonksiyonu Denklem (3.11)'de ifade edilmistir.

k
= Z dij =123 ..k (3.11)
=1

l; : i. Ates boceginin 151k yogunlugu
d;: i. Ates boceginde diigiimler aras1 uzaklik

Yeni Ates Biceklerinin Olusturulmasi
Yeni ates bocekleri asagidaki adimlara gore olusturulur.

Adim 1: Her bir ates boceginin en iyi ates bocegine olan hamming uzakligi hesaplanir. (HD=Depolar
harig karsilik gelmeyen miisterilerin sayisi)

Siirekli optimizasyon problemlerinde iki ates bocegi arasindaki uzakligi hesaplamada yaygin bir
sekilde Oklid uzaklig1 kullanilir (Qamhan vd., 2019: 5). Bizim ele aldigimiz ayrik problem igin bu uzaklik
kullanilamaz. Boliim 3.2.3."te belirtildigi gibi, ayrik problemler icin yaygin olarak kullanilan Hamming
uzakligr ile her bir iates boceginin en iyi ates bocegine olan uzakligi asagidaki Ornekteki gibi
hesaplanacaktir.

3 arag ve 10 miisterinin bu araglara tahsis edilmesiyle olusturulan x; ates bocegi (¢6ziim) ile bu
miisterilerin toplam uzaklik minimum olacak sekilde araglara tahsis edilmesiyle olusturulan en iyi ateg
bocegi (¢6ziim) x; asagidaki gibi verilsin. Burada depolar 0 ile ifade edilmektedir. Bu durumda i. ates
boceginin en iyi ates bocegine olan hamming uzakligr depolar hari¢ karsilik gelmeyen miisterilerin
sayisina esittir.

%:0-1-2-3-50-4->5-6->0-7-8-9-10-0
Xgniyi:0210-2-8-0-7-56->5-24-50->3-9-51-0

12345678910

HDi’ENiYi={10287654391

- HD;gyivi =8

Adim 2: Her bir ates boceginden olusturulacak yeni ates boceklerinin sayisi (aday sayist) belirlenir.
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Bir i ates boceginin en iyi (en gekici) ates bocegine dogru yapilan hareket uzunlugu asagidaki gibi
hesaplanir. Bu hareket uzunlugu ile bu i ates boceginden olusturulacak yeni ates boceklerinin sayisi

belirlenir.
k = Random(Z, HD; gy m.yg) (3.11)

Burada HD; gy iyj, i ates bocegi ile en iyi ates bocegi arasindaki Hamming uzaklig, g iterasyon sayisi
ve y, 151k emilim katsayisidir. Bu durumda, olusturulacak aday sayisi 2 ile HD; gy iyj. ¥ arasinda rastgele
bir say1 olacaktir.

Adim 3: Islem secim degeri r tespit edilir.

Islem secim degeri r, (0,1] arasinda rastgele bir say1 olarak belirlenir. Bu deger icin ii¢ durum soz

konusudur.

. 1
1. 0<r< 3
1 2
ii -<r<s-
3 3

2
iii. -<r<i1

Adim 4: [slem segim degerine gore ates boceklerine uygulanacak operatérler belirlenir ve bu operatorler
aday sayisi (k) kadar ates boceklerine uygulanarak yeni ates bocekleri olusturulur. Olusturulan ates

bocekleri arasindan en iyisi bulunmaya galigilir.

Ates boceklerine uygulanacak operator fonksiyonu asagida ifade edilmistir.

1
|{ Ekleme(x;, k), 0o<r< 3
1
X = { Yer Degistirme(x;, k), 3 <r< 3 (3.12)
I 2
kZ—opt*(xi,k), §<r£1

Burada,
i 0<r S% ise x; ates bocegine k kadar ekleme operatorii uygulanarak yeni ates bocekleri

olusturulur ve 1s1k yogunluklar1 hesaplanir.

ii. § <r< g ise x; ateg bocegine k kadar yer degistirme operatorii uygulanir ve bu ates boceginden
k tane yeni ates bocegi olusturulur ve 1s1k yogunluklar1 hesaplanur.

iii. g <r < lise x; ateg bocegine k kadar 2 — opt™ operatorii uygulanarak bu ates boceginden k tane
yeni ates bocegi olusturulur ve 151k yogunluklar: hesaplanur.

Olusturulan yeni ates boceklerinin 151k yogunlugu amag fonksiyonuna gore hesaplanir ve ates
bocekleri siralanarak mevcut en iyisi bulunur.

Yeni ates boceklerinin olusturulmasinda kullanilan operatorler asagidaki boliimde ifade edilmistir.

Yeni Ates Biceklerinin Olugturulmasinda Kullanilan Operatirler

i.  Ekleme operatorii, rastgele bir rotadan bir miisteri seger ve ¢ikarir. Sonra, bu miisteri segilen
miisteri dizisinin iginde rastgele bir konuma eklenir. Bu operatér, miimkiin olmayan c¢oziimler
yaratmamak igin kapasite kisitlamasini ve zaman penceresi kisitin1 dikkate alir (Osaba vd., 2018: 14).

ii.  Yer degistirme operatorii, rastgele iki rotadan iki miisteri secer ve segilen bu iki miisterinin
yerlerini degistirir. Bu operatér ekleme operatoriinde oldugu gibi miimkiin olmayan ¢oziimler
olusturmamak i¢in kapasite ve zaman penceresi kisitlamalarini g6z 6ntinde bulundurmalidir (Osaba vd.,
2018: 15).

iii. 2—opt® operatér, ZPARP igin tanitilmistir. 2 —opt’in bir uzantisidir. Rotalarin yoniinii
korumay1 amaglar. Baglangicta 2-opt * prosediirii, her rotadaki bir baglantiy: silerek iki rotay1 keser.
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Daha sonra, ilk rotadaki ilk miisteri grubu ikinci rotadaki son miisteri grubuna baglanir ve ikinci rotadaki
ilk miisteri grubu ilk rotadaki son miisteri grubuna baglanir. Yapilan tiim bu islemler, miimkiin olmayan
¢ozlimler yaratmamak icin kapasite ve zaman penceresi kisitlar1 dikkate alinarak yapilir (Braysy ve
Gendreau, 2005: 111; Wang ve Zhou, 2021: 10).

Durdurma Kriterinin Karsilanip Karsilanmadiginin Kontrolii:

Bu kriter siirecin hangi durumlarda sona erecegini ifade eder. Bu calismada maksimum iterasyon
say1st durdurma kriteri olarak kullanilmisgtir.

Gelistiriren ayrik ates bocegi algoritmasina ait adimlar asagida ifade edilmistir.

Adum 1: Kullanicinin program araytiiziinden belirledigi degerler ile “Populasyon Boyutu p, Maksimum
iterasyon Sayist gmqx, Isik Emilim Katsayis1 y, Maksimum Aday Deneme Sayisi, Maksimum 2 — opt*
Deneme” degerleri belirlenir.

Adum 2: Kullana ilk popiilasyonun olusumunda “En Yakin Komsu” yontemini se¢migse 3. Adimdan,
“Rastgele” yontemini se¢migse 4. Adimdan devam edilir.

Adum 3: “En Yakin Komsu” yontemi ile asagidaki adimlar gergeklestirilerek ilk popiilasyon olusturulur.
Adim 3.1: Depo (0) rotaya eklenir. Gidilmeyen mdisteriler bulunur.

Adim 3.2: Gidilmeyen miisteriler arasindan rastgele bir miisteri secilir. Segilen miisteri rotaya
eklenir (bu miisteri M, olarak anilacaktir).

Adim 3.3: M,, gidilmeyenler listesinden ¢ikarilir.
Adum 3.4: denemeSayisi = 0 olarak belirlenir.

Adim 3.5: “denemeSayisi > maksimum aday deneme sayis1” sart1 gergeklesirse depoya doniilerek
rota sonlandirilir.

Adim 3.6: Gidilmeyenler arasinda cezali olmayanlarin her biri igin asagidaki adimlar tekrar edilir.
Adim 3.6.1: Gidilmeyen bir miisteri segilir (My).

Adim 3.6.2: Rotaya segilen miisteri eklenir ve rotanin Mesafe ve Siire degeri hesaplanir. Mesafe
degeri depodan baslanarak rotadaki son miisteriye ulasana kadar gidilmesi gereken uzakliktir.
Siire degeri depodan baslanarak rotadaki son miisteriye ulasip miisteriden yiikiin alinarak (servis
stiresi dahil) ayrilma anina kadar gegen siiredir.

Adim 3.6.3: Maliyet ve Siire degerinin en biiyligii secilerek My’in maliyeti bulunur.
Adim 3.7: Gidilmeyenler arasinda en diisiik maliyet degerine sahip miisteri segilir (Mpest).
Adim 3.8: Mpeg rotaya eklenir.

Adim 3.9: Rotada kapali miisteri sorunu olup olmadig1 kontrol edilir. Rotada kapali miisteri sorunu
varsa Mbest rotadan ¢ikarilir ve cezal olarak belirlenir. Rotanin depoya doniilerek sonlandirilmasi
gerekip-gerekmedigi kontrol edilir. Depoya doniilecekse, rotaya Depo eklenerek rota kapatilir.
Depoya donitilmeyecekse Adim 3.4’e dondiliir.

Adim 3.10: Rotada kapali miisteri sorunu yoksa, My gidilmeyenler listesinden ¢ikarilir.
Adum 3.11: Gidilmeyenlerin cezalar silinir.

Adim 3.12: Aracin dolu olup olmadigi kontrol edilir. Arag yiik olarak dolu ise (kapasitesi asilmissa)
Mypest rotadan gikarilir ve Depo rotaya eklenerek rota kapatilir.
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Adim 3.13: Gidilmeyen miisteri varsa Adim 3.4’e doniiliir.
Adim 3.14: Gidilmeyen miisteri kalmamigsa rota sonlandirilir.
Adum 4: “Rastgele” yontemi ile asagidaki adimlar gerceklestirilerek ilk popiilasyon olusturulur.
Adum 4.1: Stire Deneme Sayis1= 0 olarak belirlenir.
Adum 4.2: Depo (0) rotaya eklenir. Gidilmeyen miisteriler bulunur.
Adum 4.3: Stire Deneme Sayis1 degeri 1 artirilr.

Adim 4.4: “Siire Deneme Sayis1 > Maksimum Aday Deneme Sayis1” sart1 saglaniyorsa depo rotaya
eklenerek rota kapatilir.

Adim 4.5: Gidilmeyen miisteriler arasindan rastgele bir miisteri segilir. Secilen miisteri rotaya
eklenir (bu miisteri M, olarak anilacaktir).

Adum 4.6: Rotada kapali miisteri sorunu olup olmadig1 kontrol edilir. Rotada kapali miisteri sorunu
varsa M, rotadan cikarilir. Rotanin depoya doniilerek sonlandirilmasi gerekip-gerekmedigi
kontrol edilir. Depoya doniilecekse, rotaya Depo eklenerek rota kapatilir. Depoya doniilmeyecekse
Adim 4.3’e doniiliir. Kapali miisteri sorunu yoksa Siire Deneme Sayis1 degerine 0 (sifirlanir) atamr
ve bir sonraki adimdan devam edilir.

Adum 4.7: M,, gidilmeyenler listesinden c¢ikarilir.

Adum 4.8: Aracin dolu olup olmadig: kontrol edilir. Arag yiik olarak dolu ise (kapasitesi agilmigsa)
M, rotadan c¢ikarilir ve Depo rotaya eklenerek rota kapatilir.

Adim 4.9: Gidilmeyen miisteri kalmamigsa rota sonlandirilir.
Adim 4.10: Gidilmeyen miisteri varsa Adim 4.3’e dondiliir.

Adim 5: 1k popiilasyon olusturulduktan sonra iterasyon = 1 deger atamasi ile baglanarak
maklterasyonSayisi degerine ulasana kadar asagidaki adimlar gercgeklestirilir.

Adum 5.1: Popiilasyonun en iyi (uygunluk degeri en diisiik) bocegi segilir (Bpest)

Adim 5.2: Popiilasyonda en iyi bocek disindaki tiim bocekler igin asagidaki adimlar tekrar edilir.
Adim 5.2.1: Popiilasyonda siradaki bocek segilir (B;)
Adim 5.2.2: En iyi bocek (Bp,s,) ile B; arasindaki uzaklik (Hamming Distance) hesaplanir (HD)
Adim 5.2.3: makDeger = HD. (yiterasyonsayist) degeri hesaplanir
Adim 5.2.4: Aday Sayisi= Rand[2, makDeger) araligindan rastgele bir deger {iretilir
Adum 5.2.5: Islem secim = Rand(0,1] araliginda rastgele bir deger tretilir

Adim 5.2.6: Islem secim degeri 0 < r < % araliginda ise “Ekleme Operatorii” gergeklestirilir.

Adim 52.7: Islem segim degeri %<r§§ araliginda ise “Yer Degistirme Operatorii”

gerceklestirilir.
Adim 5.2.8: Islem secim degerig <r < 1araligindaise “2 — opt*Operatorii” gerceklestirilir.
Adim 5.2.9: Aday Sayis1 adetince iiretilen adaylardan en iyisi bulunarak popiilasyonda B; bocegi

ile yer degistirilir.

75



Nazife Sahin Macit | Yusuf $ahin

Adim 6: Popiilasyonun en iyi bocegi algoritmanin nihai sonucunu barindiran ¢oziim olarak belirlenir.

ZPARP icin Gelistirilen ABA’'nin Kiiciik Boyutlu Bir Ornek Uizerinde Gosterimi

Boliim 3.2.4."te anlatilanlarin daha kapsamli anlasilabilmesi agisindan 10 miisteri ve bu miisterilerin
her birine ait X, Y koordinati, servis siiresi, talep miktari, agilis zamani ve kapanis zamaru bilgileri
asagidaki tabloda verilmistir. Bu bilgiler dogrultusunda 10 arag ve her bir aracin kapasitesi 60 adet olacak
sekilde problemin ¢oziimii anlatilacaktir. Miisteriler ile ilgili bilgiler Tablo 5’te ifade edilmistir. Rastgele
olusturulmus baslangi¢ ¢oziimlerden biri Sekil 19'da gosterilmistir. Baslangi¢ ¢oziimiinde olusturulan
rotalarda yer alan “0” (sifir) ile depo ifade edilmektedir. Ates bocegi poiilasyonu 4, Isik emilim katsayisi
y = 1, Maksimum iterasyon sayist g = 10 olsun.

Tablo 5: Depo ve Musteri Bilgileri

No X Y Servis Talep Acilis Kapanis

Koordinati | Koordinati Suresi Miktari Zamani Zamani
0(Depo) 40 50 0 0 0 1236
1 45 68 90 10 912 967
2 45 70 90 30 825 870
3 42 66 90 10 65 146
4 42 68 90 10 727 782

5 42 65 90 10 15 67

6 40 69 90 20 621 702
7 40 66 90 20 170 225
8 38 68 90 20 255 324
9 38 70 90 10 534 605
10 35 66 90 10 357 410

Miisterilerin depoya ve birbirlerine olan uzakligin hesaplanmasinda 6klidyen uzaklik kullanilmistir.
56z konusu uzakliklar Tablo 6’da verilmistir.
Tablo 6: Uzaklik Matrisi

Depo (1M |2.M [3.M |4 M |[5.M ([6.M |[7.M |8M |9M 10.M
Depo | 0,00 18,68 | 20,62 | 16,12 | 18,11 | 15,13 | 19,00 | 16,00 | 18,11 | 20,10 | 16,76
.M 18,68 | 0,00 | 2,00 | 3,61 300 | 424 |510 |539 |700 |728 | 10,20
2.M 20,62 | 2,00 | 0,00 | 5,00 | 3,61 583 |510 |640 |728 |700 |10,77
3.M 16,12 | 3,61 500 | 000 |200 | 100 | 3,61 200 | 447 |566 | 7,00
4.M 18,11 | 3,00 | 3,61 200 | 000 |300 |224 |283 |400 |447 | 7,28
5.M 1513 | 424 | 583 |100 |300 |000 |447 |224 |500 |640 | 7,07
6.M 19,00 | 5,10 | 5,10 | 3,61 224 | 447 | 000 |3,00 |224 |224 |583
7.M 16,00 | 539 | 640 |200 |283 |224 |300 |000 |283 |447 |5,00
8.M 18,11 | 700 | 7,28 |4,47 |400 |500 |224 |283 |000 |200 |361
9.M 20,10 | 728 | 700 |566 |447 |640 |224 |447 |200 |000 |5,00
10.Mm | 16,76 | 10,20 | 10,77 | 700 | 7,28 | 7,07 | 583 | 500 | 3,61 |500 |0,00

Ornegin depo ile 2 numarali miisterinin birbirine olan uzaklig1 su sekilde hesaplanacaktir:

d(Depo, Miisteri 2) = \/(xo — x2)2 + (¥ — ¥2)?

d(Depo, Musteri 2) = \/(40 —45)2 + (50 — 70)2

=425
= 20,62
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Adim 1: Ates Boceklerinin Rastgele Olusturulmasi ve Isik Yogunluklarinin Hesaplanmasi

Ates bocegi algoritmasinin yapisinda ates bocekleri EYK yontemi ve rastgele olmak tizere iki sekilde
olusturulacagina deginilmisti. Bunlardan EYK yOntemi'nin 6rnek tiizerinde isleyisi Bolim 3.1.5'te
baslangic yiyecek kaynaklarini olustururken anlatilmisti. Burada ise sadece baslangi¢ ates boceklerinden
birinin rastgele nasil olusturuldugu 6rnek iizerinde ifade edilmistir.

wi |o|le 2] 1| o|ls]3]7]8]ofw]o]a]ol
Sekil 19: Rastgele Olusturulmus Baslangi¢ Ates Boceklerinden (C6ziim) Biri

Rastgele olusturulmus baslangi¢ ¢oziimde 1’inci arag aktif edilir ve bu aracin bilgileri su sekildedir:
Baslangi¢ noktas: depo (0) ile bir rota olusturulur, kullanilan kapasite miktar1 ve simdiki zamani 0’dir.
Miisteri listesinden rastgele secilmis 6 no’'lu miisteriye bakilir, bu miisteri herhangi bir araca
atanmadigindan kisitlarin kontrolii yapilir. Eger miisteri bu aracin rotasinda yer alirsa, aracin su anki
kapasitesi 20 adet olacaktir ve bu miktar aracin maksimum kapasitesi 60’dan kiigiiktiir, yani ilk kisit
saglanmistir. Ara¢ depodan bu miisteriye miisterinin kapanis zamanindan 6nce varabilmelidir. Depo ve
miisteri 6 arasindaki mesafe 19,00 uzaklik birimidir ve siire olarak alindiginda ise 19,00 zaman birimine
karsilik gelecektir. Yani arag¢ miisteriye vardiginda su anki zamani 19,00 olacaktir, bu da miisterinin
kapanis zamani olan 702 zaman biriminden 6ncedir, ikinci kisit da saglanmaktadir. Fakat miisterinin
talebini kargilamak igin ara¢ miigterinin agilig zamanina kadar beklemelidir. Bu durumda teslimat en
erken 621 zaman biriminde baslayacaktir.

Uciincii ve son kisit deponun son kapanis zaman kisitidir, eger miisteri bu araca tahsis edilen son
miisteri ise arag teslimat yaptiktan sonra depoya donecek olup, bu deponun kapanis zamanindan 6nce
gerceklesmelidir. Bu miisteriye teslimat 621 zaman biriminde olacaktir, 90 zaman birim teslimat
stiresinden sonra 711 zaman biriminde depoya geri donmek {izere yola ¢ikacaktir. Aralarindaki uzaklik
simetrik oldugundan doniiste de 19,00 zaman birimlik mesafe olacagindan ve ara¢ depoya donecekse
730 zaman biriminde depoda olacaktir ki bu da deponun kapanis zamani olan 1236 zaman biriminden
oncedir. Son kisit da boylece saglanmis oldu. Dolayistyla birinci aracin rotasinda depodan sonraki tahsis
edilen ilk miisteri 6 no’lu miisteri olmus oldu. Aracin mevcut konumu miisteri 6, mevcut kullanilan
kapasitesi 20 adet ve simdiki zamani1 711 zaman birimi olacaktir. Bir sonraki miisteri sorgulanirken
depoya doniis siiresi eklenmeyecektir. Aracin rotasindaki ikinci siraya uygunlugu kontrol edilecektir.
Miisteri 6 ise bir araca atanmis olarak miisteri listesinden kaldirilacaktir.

Bir sonraki sirada 2 numarali miisteri bulunmaktadir ve herhangi bir aracin rotasina tahsis
edilmemistir. Kisitlara sirasiyla bakildiginda aracin kapasite kisit1 saglanmaktadir. Aracin simdiki
zamani 711, miisterinin zaman penceresi olan (825,870)'i gegmemistir. Dolayisiyla zaman penceresi kisit1
da saglanmustir. Birinci ara¢c 6 numarali miisteriden 2 numarali miisteriye gittiginde 5,10 birim zaman
gececek ve yeni zaman 716,10 birim olacaktir. 2 nolu miisterinin acilis zamani 825 birim oldugu i¢gin arag
bu zamana kadar bekleyecektir. Bu miisterinin servise baslama zamani 825 birim olup, 90 birimlik
teslimat siiresinden sonra aracin simdiki zaman birimi 915 ve aracin toplam kapasitesi 50 adet olacaktir.
Dolayisiyla kisitlar saglandigindan dolayr aracin rotasindaki ikinci miisteri 2 no’lu miisteri olarak
listeden silinerek rotaya eklenecektir. Ara¢ 2 nolu miisteriden 1 nolu miisteriye gittiginde 2,00 birim
zaman gegecek ve yeni zaman 917 birim olacaktir. Aracin simdiki zaman birimi 1 nolu miisterinin (912,
967) zaman araliginda oldugu i¢in miisterinin talebi karsilanacaktir. 90 birimlik teslimat siiresinden sonra
aracin simdiki zaman birimi 1007 ve aracin mevcut kullanilan kapasitesi 60 adet oldugundan, aracin 2
nolu miisteriden sonraki rotasi 1 nolu miisteri olmus oldu. 1 nolu miisteri de boylece miisteri listesinden
silinmis oldu.

Listede kalan 5, 3, 7, 8, 10, 9, 4 numarali miisteriler sirasiyla kapasite ve zaman penceresi kisitlarini
saglamadiklarindan dolayi ilk aracin rotasindaki ilgili siraya atanamamuslardir. Sonug olarak arag 1in
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rotasinda sirasiyla 6, 2, 1 nolu miisteriler yer almis olup, ara¢ depodan sirasiyla miisteri 6, miisteri 2,
miisteri 1’e oradan da tekrar depoya donecektir. 5, 3, 7, 8, 10, 9, 4 numarali miisteriler hentiz bir rotaya
atanmamuis olduklarindan siradaki araglara problemin kisitlarini saglayacak sekilde rastgele segilerek, 1.
aracin rotasinda yapilan islemlere benzer sekilde tahsis edilirler. S6z konusu araglarin baslangi¢ noktalar:
depodur ve mevcut kullanilan kapasiteleri ve simdiki zamanlar1 0"dur.

Bu ates bocegi (¢oziim) icin 3 arag aktif olarak kullanilmis ve 10 miisterinin bu {i¢ araca tahsis
edilmesi sonrasinda 3 rota olusturulmustur ve rotalar Sekil 19'da gosterilmistir. Olusturulan ates
boceginin 151k yogunlugu Tablo 6’dan yararlanarak asagidaki gibi hesaplanmustir.

w 0le 2 To sl 71 0wl alo]

uzaklik wuzaklik uzaklik wuzaklik
0 3 6 3 2 31 3 0
19,00 5,10 2,00 18,68
uzaklik wuzaklik wuzaklLik uzaklik wuzaklik
0 3 5 3 3 37 31830

15,13 1,00 2,00 2,83 18,11

uzaklik uzaklik uzaklik uzaklik
03 10 3 9 3 4 3 0
16,76 5,00 4,47 18,11
l, = dy = toplam uzaklik(x,)
=19,00 + 5,10 + 2,00 + 18,68 + 15,13 + 1,00 + 2,00 + 2,83 + 18,11 + 16,76 + 5,00
+ 4,47 + 18,11 = 128,19

x, ates boceginin rastgele olusturulmasi ve olusturulduktan sonra bu ates boceginin 151k yogunlugunun

hesaplanmasi yukarida ifade edilmistir. Geriye kalan 3 ates bocegi de benzer sekilde olusturulmus ve
151k yogunluklar1 hesaplanmugtr.

w0l e el 2o s 37 e oo 1]0]

I, =d, = toplam uzaklik(x,)
=19,00 + 2,24 + 3,61 + 20,62 + 15,13 + 1,00 + 2,00 + 2,83 + 18,11 + 16,76 + 5,00
+ 7,28 + 18,68 = 132,26

v o] s8] ol e ola]1]ols]afo]s][7]o]

l; = ds = toplam uzaklik(x3)
= 18,11+ 3,61+ 5,00 + 2,24 + 19,00 + 20,62 + 2,00 + 18,68 + 16,12 + 2,00 + 18,11
+ 15,13 4+ 2,24 + 16,00 = 158,86

v [0 s ol o Tal 1ol e sl ol2]o]

l, =d, = toplam uzaklik(x,)
=15,13 + 1,00 + 7,00 + 5,00 + 4,47 + 3,00 + 18,68 + 16,00 + 2,83 + 2,24 + 19,00
+ 20,62 + 20,62 = 135,59
Adim 2: En Iyi Ateg Bceginin (Coziimiin) Bulunmasi

Problem bir minimizasyon problemi oldugundan en diisiik 151k yogunluguna (amag fonksiyon
degeri) sahip ates bocegi (cozlim) en ¢ekici, en parlak (en iyi ¢oziim) ates bocegidir.
l, = d; = toplam uzaklik(x,) = 128,19
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[, =d, = toplam uzaklik(x,) = 132,26
l; = d; = toplam uzaklik(x;) = 158,86
l, = d, = toplam uzaklik(x,) = 135,59

l; <l <l <l3oldugundan en iyi (en parlak) ates bocegi 1. ates bocegi olan

o [o|le 2] 1 [o|s]3f[7[8]of1w]o]a]ol]

dir.
Adim 3: Yeni Ates Boceklerinin Olusturulmasi

i.  Her ates boceginin en iyi ates bocegine dogru olan hamming uzakligi hesaplanir. (HD=depolar
harig karsilik gelmeyen mdisterilerin sayzst)
ii.  Her bir ates boceginden olusturulacak yeni ates boceklerinin sayisi belirlenir.
k = Random|[2,HD; gy iyi-v9)
iii.  Islem secim degeri (r) tespit edilir.
iv.  Islem secim degerine gore ates boceklerine uygulanacak operatorler belirlenir.
e 0<r< é —Ekleme Operatorii
o % <r< g —Yer Degistirme Operatori
J g <r <1-2-opt* Operatorii
1. Ates bocegi en iyiye yaklasiyor
Xqt 062105378010940

Birinci bocek en iyi ates bocegi oldugundan dolayr bu ates boceginden yeni ates bocekleri
olusturulamaz.
2. Ategbocegi en iyiye yaklasiyor
Xeniyit 062105378010940 HDypyiyi =3
Xy 064205378010910

Olusturulacak aday sayis1
k = Random[2, HD, gy 1yi-y?) = Random[2,3.1°) = 2

islem secim degeri r = 0,25 olsun. Bu durumda 2. Ates bocegine 2 kez ekleme operatorii uygulanarak
yeni ates bocekleri olusturulur. Olusturulan ates boceklerinin 151k yogunlugu hesaplanir.

X! 0 6 4 2 0 5 3 7 8 0 10 9 1 0

Rastgele segilen 2 nolu rotadaki 7 nolu miisteri segilerek rotadan ¢ikarilir. 3 nolu rotadaki 10 nolu
miisterinin oniine problemin kisitlarin1 bozmadan eklenir.

uzaklik 10 wyzakuk 10  yzaklik 20 wuzaklik 20  uzaklik

~ [} - ~ - [pae} ~ ~

Rota2:0 — 5 - 3 - 7 - 8
S—— N Read

v —— “w N——
15,13 [15,67] 1,00 [65146] 2,00 [17

;0

225] 2,83 [255,324] 18,11

(=)

uzaklik %9 uzakiik 10 yzaknk 10 yzakik 12 uzaklik
~ ~ ~ ~ ~ ~
Rota3:0 - 7 - 10 - - 1 - 0
SN—— L SN—— N S—— L S—— L SN——
16,00 [170.225] 5,00 [357.410] 500 [534,605] 7,28 [912.967] 18,68

N}
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13 = dl = toplam uzaklik(x2)
=19,00 + 2,24 + 3,61 + 20,62 + 15,13 + 1,00 + 4,47 + 18,11 + 16,00 + 5,00 + 5,00
+ 7,28+ 18,68 = 136,14

Rastgele secilen 1 nolu rotadan 2 nolu miisteri secilerek rotadan ¢ikarilir. 3 nolu rotadaki 9 nolu
miisteri ile 1 nolu miisterinin arasina problemin kisitlarini saglayacak sekilde asagidaki gibi eklenir ve
bu islem sonrasinda yeni ates bocegi elde edilir.

uzaklik ’%9 uzaklik ’1‘9 uzaklik i—? uzaklik
~ - ~ ~
Rotal:0 — 6 - 4 - 2 - 0
S—— () N—— (o) N—— (o) N——
19,00 [621,702] 2,24 [727,782] 3,61 [825,870] 20,62
uzaklik '}B‘ uzaklik ’1‘9 uzaklik i—? uzaklik ,1‘9 uzaklik
~ - ~ ~ -
Rota3:0 — 10 - 9 - 2 - 1 - 0
—_———— — ~—_———— “ ~——— “’ ~———— “ —_———
16,76 [357,410] 5,00 [534,605] 7,00 [825870] 2,00 [912.967] 18,68

12 = d? = toplam uzaklik (x2
=19,00 + 2,24 + 18,11 + 15,13+ 1,00 + 2,00 + 2,83 + 18,11 + 16,76 + 5,00 + 7,00
+ 2,00+ 18,68 = 127,86

2. Ates bocegine iki kez ekleme operatorii uygulanmasi sonucu ortaya ¢ikan ates boceklerinin 1s1k
yogunluklar1 hesaplanmusg ve I3 < [ oldugundan en iyi ates boceginin x2 oldugu tespit edilmistir.
3. Ates bocegi en iyiye yaklagiyor

Xeniyis 062105378010940 HD3gyiyi =10
X3! 0810960210340570
Olusturulacak aday sayist
k = Random [2, HD3 gy iyi-y?) = Random [2,10.1°%) = 2

islem secim degeri r = 0,35 olsun. Bu durumda 3. Ates bocegine 2 kez yer degistirme operatorii
uygulanarak yeni ates bocekleri olusturulur. Bu ates boceklerinin 1s1k yogunluklar1 hesaplanur.

X3: 0 8 101 9 6 0 2 1 0 3 4 0 5 7 0

Rastgele secilen iki rota 1. ve 4. rota olsun. 1. rotadaki 8 nolu mdisteri ile 4. rotadaki 7 nolu miisteri
problemin kisitlarint bozmadan yer degistirirse yeni ates bocegi asagidaki gibi olur.

uzaklik %9 uzaklik ,}2 uzaklik }E uzaklik %9 uzaklik
~ ~ ~ - ~
Rotal:0 — 8 - 10 - 9 - 6 - 0
~———— (o) ———— — —_———— “ ~———— “ —_———
1811 [255324] 3,61 [357,410] 500 [534605] 224 [621,702] 19,00
uzaklik }'9 uzaklik %9 uzaklik
~ - -
Rota4:0 - 5 - 7 - 0
~———— “ ———— (o) —_————

15,13 [15,67] 2,24 [170,225] 16,00
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13 = d} = toplam uzaklik(x})
= 16,00 + 5,00 + 5,00 + 2,24 4+ 19,00 + 20,62 + 2,00 + 18,68 + 16,12 + 2,00 + 18,11
+ 15,13+ 5,00 + 18,11 = 163,01

Rastgele segilen iki rota 2 ve 3 olsun. 2. Rotadaki 2 nolu miisteri ile 3. Rotadaki 4 nolu miisteri yer
degistirerek yeni ates bocegi asagidaki gibi elde edilir ve 151k yogunlugu hesaplanir.

uzaklik 3;9 uzaklik }3 uzaklik
~ ~ -
Rota2:0 - 2 - 1 - 0
—— [} —— (W] ——
20,62 [825870] 2,00 [912,967] 18,68
uzaklik }3 uzaklik ,1‘9 uzaklik
~ ~ -
Rota3:0 - 3 - 4
—— (W) ——

(o] ~——
16,12 [65,146] 2,00 [727,782] 18,11

0

12 = d? = toplam uzaklik(x?)
=18,11+ 3,61+ 5,00 + 2,24 4+ 19,00 + 18,11 + 3,00 + 18,68 + 16,12 + 5,00 + 20,62
+ 15,13 4+ 2,24 4+ 16,00 = 162,86

3. Ates bocegine iki kez yer degistirme operatorii uygulanmasi sonucu ortaya ¢ikan ates boceklerinin
151k yogunluklar: hesaplanmus ve 12 < [3 oldugundan en iyi ates boceginin x5 oldugu tespit edilmistir.
4. Atesbocegi en iyiye yaklasiyor

Xeniyi: 062105378010940 HDypgyjyi = 10
Xy 053109410786020
Olusturulacak aday sayisi
k = Random [2, HD, gy ivi-¥9) = Random [2,10.1°) = 2

islem se¢im degeri r = 0,80 olsun. Bu durumda 4. Ates bocegine 2 kez 2 — opt™ operatorii uygulanarak
yeni ates bocekleri olusturulur. Olusturulan ates bocekleri ve bunlara ait 151k yogunlugu asagidaki
gibidir.

Xy 0 5 3110 9 4 1 0 7 8 6 0 2 0

Rastgele iki rota 1 ve 2 olsun. Rota 1 de 3 nolu miisteri ile 10 nolu miisteri arasindaki baglanti ile rota
2 de 7 nolu miisteri ile 8 nolu miisteri arasindaki baglanti kesilsin. Ik rotadaki ilk miisteri grubu 2.
rotadaki son miisteri grubuna, 2. rotadaki ilk miisteri grubu 1. rotadaki son miisteri grubuna baglanarak
yeni ates bocegi olusturulur ve 151k yogunlugu hesaplanir. Tiim bu yapilan islemler asagida belirtilmistir.

uzaklik 10 wyzakuk 10  wuzaknk 10 wzakik 10 wzakik 10 wzakik 10 wuzaklik
"~ ~ ~

~ = ~ ~ ~ ~ ~ ~ m ~
0 - 5 - 3 - 10 - 9 - 4 - 1 - 0
—_— S e S e oS N —_—— w —_—— o ——
1513 [1567] 1,00 [65146] 7,00 [357,410] 500 [534,605] 4,47 [727,782] 3,00 [912,967] 18,68

uzaklik 20 uzaklik 20 uzaklik 20 uzaklik
~ o)

= M A
0o - 7 - 8 - 6 - 0
W —— WY ———— WY S

[170,225] 2,83 [255,324] 2,24 [621,702] 19,00
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I3 = d} = toplam uzaklik(x})
=15,13+ 1,00+ 4,47 + 2,24 + 19,00 + 16,00 + 5,00 + 5,00 + 4,47 + 3,00 + 18,68
+ 20,62 + 20,62 = 135,23

Rastgele segilen iki rota 1 ve 2 olsun. Rota 1’deki 9 ile 4 nolu miisteri arasindaki baglant: ile Rota
2’deki 8 ile 6 nolu miisteri arasindaki baglant1 kesilsin. 11k rotadaki ilk miisteri grubu ikinci rotadaki son
miisteri grubuna, ikinci rotadaki ilk miisteri grubu ilk rotadaki son mdiisteri grubuna baglanarak
olusturulan ates bocegi ve bu ates bocegine ait 151k yogunlugu asagidaki gibidir.

uzaklik 10 wyzakuk 10  yzakuk 10 wuzakuk 10 wuzakik 10 wuzakik 10 uzaklk
~ ~ ~ -~ ~

~ = ~ ~ ~ ~ - ol
0 - 5 - 3 - 10 - 9 - 4 - 1 - 0
N——— “ N—— (o] N—— ) N———— (o] N——— [} N——— [} N——
1513 [1567] 1,00 [65146] 7,00 [357,410] 5,00 [534,605] 4,47 [727,782] 3,00 [912,967] 18,68

uzaklik 20 wuzaklik 20 wzakik 20 wuzaklik
~ L] ~ ) ~

P
7 - 8 - 6 - 0
L S—— - S—— " N———’
16,00 [170,225] 2,83 [255,324] 2,24 [621,702] 19,00

0

E

12 = d? = toplam uzaklik (x2)
= 15,13+ 1,00 4+ 7,00 + 5,00 + 2,24 + 19,00 + 16,00 + 2,83 + 4,00 + 3,00 + 18,68
+ 20,62 + 20,62 = 135,12

4. Ates bocegine iki kez 2 — opt™ operatorii uygulanmasi sonucu ortaya ¢ikan ates boceklerinin 1s1k
yogunluklar1 hesaplanmisg ve 1 < [} oldugundan en iyi ates boceginin x2 oldugu tespit edilmistir.

Buraya kadar yapilan tiim bu islemler 1. iterasyona kadar ki olan igslemlerdir. 0. iterasyon sonucunda
her bir operatoriin uygulanmasiyla ortaya cikan ates bocekleri arasindan en iyileri secilmis ve asagida
ifade edilmistir.

0. iterasyon sonucunda uygulanan her bir operator sonucu ortaya cikan en iyi ates bocekleri

X1t 0 6 2 1 0 5 3 7 8 0 10 9 4 0 | [4:128,19
x3: 0 6 4 0 5 3 7 8 0 | 10 9 2 1 0 |1%:127,86
x3: 0 8 | 10| 9 6 0 4 1 0 3 2 0 5 7 | 12:162,86
x3: 0 5 3 10 |9 6 0 7 8 4 1 0 2 0 12:135,12

Bu ates boceklerinden en iyisi ekleme operatdrii sonucunda ortaya gikan x5 ateg bocegidir. Geriye
kalan diger ates boceklerinin secilen bu ates bocegine olan hamming uzaklig1 hesaplanir. Olusturulacak
aday sayist (k), islem secim degeri (r) ve islem se¢im degerine gore ates boceklerine uygulanacak
operatorler tespit edilerek yeni ates bocekleri olusturulur. Olusturulan ates bocekleri siralanarak en iyisi
bulunur. Siire¢ maksimum iterasyon sayis1 10’a ulasilincaya kadar devam eder.
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DORDUNCU BOLUM

GELISTIRILEN YAZILIM VE UYGULAMA

Program ve Ozellikleri

Onceki boliimlerde detaylari anlatilan yontemlerin gelistirilmesinin ardindan kullamlacak olan
yazilimin kodlanmasina gecilmistir. Yazilim, Microsoft tarafindan gelistirilmis bir uygulama gelistirme
ortami olan Visual Studio ortamindan agik kaynak kodlu kiitiiphane toplulugu olan .Net Framework
kiittiphaneleri kullanilarak C# programlama dilinde, Windows uygulama tipinde gelistirilmistir. C#,
derleme ve yiiriitme siiresi hizli, mevcut giincelleme imkan1 olan, bircok islevsel 6zelligi sayesinde daha
anlasilir ve kolay degistirilebilir bir basit programlama dili olmasindan dolay tercih edilmistir.

Algoritmalar Visual Studio gelistirme ortaminda C# programlama dili kullanilarak Windows Forms
proje tiirlinde gelistirilmistir. Algoritma asamasindaki her islem kullanici tarafindan adi verilen log
dosyasinda ayrintili olarak kayit altina alimustir. Kullanic1 dostu arayiize sahip olmasi ve tizerinde
calistigi donanimin islemci ve bellek kaynaklarini rahatlikla kullanabilmesi icin Windows Forms proje
tiirti segilmistir. Solomon'un 25 ve 50lilik veri setleri programin isleyebilecegi sekilde 6n islemden
gecirilerek uygulamanin .exe uzantili c¢alistirilabilir dosyasi ile ayni klasore tasinmistir. Programda
olmasi gereken Ozellikler ¢oziimleme calismalari ile tespit edilmis ve program asagidaki kisimlardan
olusacak sekilde YAKA ve FA igin ayr1 ayr1 ele alinmistir.

v' Parametre Boliimii: YAKA icin parametre boliimiinde miisteri sayzst (25, 50, 100), veri seti (C101,
C102, ... ,RC108), arag kapasitesi, yiyecek kaynak sayisi=isci ar1 sayisi, gozcii ar1 sayisi, maksimum
iterasyon sayisy, ilk popiilasyon aday bulma deneme sayisi, isgi/gozcii ar1 asamasi deneme sayisi, alt
diziyi rastgele ekleme i¢ deneme sayisi ve kasif ar1 evresinde yiyecek kaynaklarinin secilecek butona gore
rastgele/en yakin komsu algoritmasi olmak tizere iki sekilde olusturulmasi i¢in gerekli butonlara
parametre ekraninda yer verilmistir.

ABA icin rastgele/en yakin komsu algoritmasi segenegine gore ates boceklerinin olusturulmasi, ates
bocegi sayisi, maksimum iterasyon sayisi, 151k emilim katsayisi, ilk popiilasyon aday bulma deneme
say1s1, 2 — opt™ i¢c deneme sayis1 ve problem icin gerekli veri setlerinin ayarmin yapildig1 miisteri sayisi
(25, 50, 100), ara¢ kapasitesi ve veri seti (C101, C102, ..., RC108) butonlar1 parametre ekraninda yer
almaktadir. Ayrica her iki yontem igin yapilan her bir deney sonucunun log dosyalarina ayrintisi ile
kaydedilmesi icin gerekli buton yine parametre béliimiinde tanimlanmuastir.

v En lyi Sonug ve Céziim Detayr: Her iki yontem icin gerekli parametre degerleri girislerinin
yapilmasinin ardindan yapilan her bir deney icin elde edilen en iyi sonug ve bu sonuca ait ¢oziim detay1
programin ara yiiziiniin alt kisminda ve log dosyalarinda gosterilmektedir.
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v Veri Seti: ileri stiriilen algoritmalar Solomon’un 25 ve 50 miisterili veri setlerinden C101, ...,
C109, R101, ..., R112, ve RC101, ..., RC108 veri grubuna ait toplam 58 problem tizerinde test edilmistir.
Her bir veri setinde bir depo, toplam 25 homojen filolu arag, veri setine gore sekillenen miisteri sayisi,
(x,y) koordinatlari ile belirtilen miisterilerin ve depolarin konumlari, her miisteriye ve depolara ait agilis
ve kapanig zamanlari, miisterilerin talep miktarlari, servis siireleri ve arag kapasiteleri bulunmaktadir.

“Nazife Sahin-Artificial Bee” ve “Nazife Sahin-Firefly” programlarinin araytizleri sirasiyla Sekil 20
ve Sekil 21’de gosterilmektedir. Araytiz; problem ve problemin ¢éziimii igin gerekli olan parametre
ayarlarinin yapildig1 kisim, programin her bir calistirlmasinda ¢oziim detaylarimin kaydedilip
kaydedilmedigi yani loglama kayit sisteminin aktif ya da pasif oldugu kisim, log dosyasimin
uygulamanin bulundugu klasérde verilecek isme gore olusturulacagini belirten log dosyasi ve algoritma
kayitlarinin gosterildigi kissmdan olusmaktadir.

NazifeSahin - Artifical Bee

Migteri Saysi : | Solomon-25 ~ Log Dosyas: : [\og.txt

— Log dosyasinin ilgili klasérde olusturulma

Veri Seti ;€101 hd * Log dosyas: uygulamanin bulundugu klasérde olugacakir.

Loglama »>Kayit sistemi aktif/pasif

Arag Kapasite = 200
Yiyecek Kaynak Saysi @ 5

isgi An Saysi - 5
Gozcll An Sayisi: |5

> Hesaplama yapilmasy/iptal
Maksimum Rerssyon - 10

ilk popilasyon aday bulma deneme saysi - | 100

is¢i/Gozel An asamasi deneme saysi : |10

Al Dizi Rastg. Eleme ig deneme sayisi: |10 » Algoritmanin gerekli parametre ayarlari

Kasfan: (® Rastgele
() En Yakin Komgu

—» Algoritma kayitlarimin gosterimi

Sekil 20: YAKA icin Yazilmin Arayizi

a5l Nazife SAHIN - Firefly X

Ik Poplilasyon : @) Rastgele () En Yakin Komgu

Migteri Saysi: |Solomon-25 = || Log Dosyasi: [logna

——  Log dosyasmn ilgili klasorde olusturulmasi
Veri Seti : 101 - " Log dosyas uygulamanin bulundugu klasorde olugacaktr.

P Loglama agk —» Kayitsistemi aktif/pasif

Ates Bocedi Saysi ;|25 =

| Gahigtir L Cikg » Hesaplama yapilmas/iptal

T

Maksimum kerasyon : 100 =

Igk Emilim Katsaysi : |0.80 =

ik popiilasyon aday =
buima deneme sayisi 10000 =

) > Algoritmamn gerekli parametre ayarlarimin yapilmas
2-opt \cdiwage 20 ry

——» Algoritma kayitlarinin gosterimi

Sekil 21: ABA icin Yazilimin Arayiizi
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En iyi Parametre Setinin Belirlenmesi

YAKA icin En Uygun Parametre Setinin Belirlenmesi

Bu boliimde, Zaman Pencereli Ara¢ Rotalama probleminin ¢6ziimdii i¢in kullanilacak olan YAKA igin
en uygun parametre setinin belirlenmesine iliskin yapilan deneysel c¢alismalar ve sonuglar
sunulmaktadir. Populasyon biiyiikliigii, isci ar1 sayisi, gozcii ar1 sayisi, maksimum iterasyon sayisi,
maksimum aday deneme sayis, alt dizi rastgele ekleme deneme sayisi ve kasif ar1 rastgele-en yakin
komsu gibi parametreler ileri siiriilen metodun performansini onemli derecede etkiler. Kasif ar1 sayisi 1
olarak alinmigtir.

Bu tiir problemlerde en iyi parametre setini elde etmek igin gesitli calismalar yapilmasma ragmen,
parametrelerin tespitinin yapilmasinda en uygun yontem varyans analizidir. Diger taraftan Varyans
Analizi (ANOVA) testleri ile bir dizi tekrarli deney sonucunda elde edilen uygunluk degerlerinin
ortalamalar1 arasinda anlamli bir farkin olup olmadigr belirlenebilir ($Sahin, 2014: 133). Yapilacak
deneylerde kullanilacak parametre degerleri asagidaki Tablo 7'de ifade edilmektedir.

Tablo 7: Parametre Degerleri

Seviyeler
@ PAR_NO | Parametre Seviye 1 Seviye 2
< E_ | 1 [Popilasyon Buyikligi=isci An Saysi 20 25
g '§ % 2 GOzcu Ar Sayisi 15 20
§ % :E 3 Maksimum iterasyon Sayisi 20 25
% T% § 4 ilk Popiilasyon Aday Bulma Deneme Sayisi 20 100
§ é = 5 isci/Gozcii An Asamasi Deneme Asamasi 20 30
N 6 Alt Dizi Ekleme Deneme Sayisi 50 60
7 Kasif Ari Rotalama Yontemi Rastgele | En Yakin Komsu

Istatistiksel deney tasariminda tam faktdriyel, kesirli faktoriyel ve taguchi olmak iizere farkh
yontemler kullanilmaktadir. Tam faktoriyel deney tasarimy, iki veya daha fazla parametrenin s6z konusu
oldugu durumlarda bu parametrelere ait iki veya daha fazla seviye olmasi halinde, seviyelerin birbiri ile
carpimi sonucu olusan kombinasyonlarin tiimiiniin dikkate alinmasi ile yapilirken; kesirli faktoriyel
deney tasarimi, deneye tabi tutulacak kombinasyon sayisinin kesirli olarak azaltilmasi halinde elde
edilir. Degiskenligi olusturan ve kontrol edilemeyen faktorlere karsi, kontrol edilebilen faktorlerin
diizeylerinin en uygun kombinasyonunu secerek, degiskenligi en aza indirmeye calisan Taguchi
yontemi, Genichi Taguchi tarafindan ileri siirtilmiis bir deneysel tasarim yontemidir (Gokge ve
Tasgetiren, 2009: 75-76; Sahin, 2014: 134). Burada Taguchi deney tasarimi yontemi kullanilarak Tablo 7’ de
ifade edilen parametre degerleri ile deneyler gerceklestirilmistir. Deneysel ¢calismada toplam 7 parametre
ve her bir parametreye ait 2 seviye bulundugu igin L16 ortogonal dizisi kullanilmis ve toplamda 16 farkh
parametre degerleri elde edilmistir. Bu elde edilen farkli parametre degerleri ile 5 tekrarli deney
yapilarak en uygun parametre seti belirlenmeye calisilmistir. L16 ortogonal dizisi ve parametre
kargiliklar1 Tablo 8 ve Tablo 9'da ifade edilmektedir.

Tablo 8: Taguchi L16 Ortogonal Dizisi

SIRA 1 2 3 4 5 6 7
1 1 1 1 1 1 1 1
2 1 1 1 2 1 2 2
3 1 1 2 1 2 1 2
4 1 1 2 2 2 2 1
5 1 2 1 1 2 2 1
6 1 2 1 2 2 1 2
7 1 2 2 1 1 2 2
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8 1 2 2 2 1 1 1
9 2 1 1 1 2 2 2
10 2 1 1 2 2 1 1
11 2 1 2 1 1 2 1
12 2 1 2 2 1 1 2
13 2 2 1 1 1 1 2
14 2 2 1 2 1 2 1
15 2 2 2 1 2 1 1
16 2 2 2 2 2 2 2
Tablo 9: Deneyler icin Kullanilacak Parametreler

SIRA 1 2 3 4 5 6 7
1 20 15 20 920 20 50 Rastgele
2 20 15 20 100 20 60 En Yakin
3 20 15 25 90 30 50 En Yakin
4 20 15 25 100 30 60 Rastgele
5 20 20 20 20 30 60 Rastgele
6 20 20 20 100 30 50 En Yakin
7 20 20 25 90 20 60 En Yakin
8 20 20 25 100 20 50 Rastgele
9 25 15 20 90 30 60 En Yakin
10 25 15 20 100 30 50 Rastgele
11 25 15 25 20 20 60 Rastgele
12 25 15 25 100 20 50 En Yakin
13 25 20 20 90 20 50 En Yakin
14 25 20 20 100 20 60 Rastgele
15 25 20 25 20 30 50 Rastgele
16 25 20 25 100 30 60 En Yakin

Deneyler, 16 GB RAM bellegi olan 2.60 Ghz islemcili standart bir bilgisayar yardimiyla Solomon’un
50 miisterili veri setlerinden olan C101 {izerinde gerceklestirilmistir. Farkli parametre degerleri dikkate
alinarak toplamda 16x5 = 80 adet deney yapilmis ve deneylerden elde edilen uygunluk degerleri Tablo

10’da gosterilmistir.
Tablo 10: Deneylerden Elde Edilen Uygunluk Degerleri
P_Seti F P_Seti F P_Seti F P_Seti F
1 491,18 5 401,74 9 393,33 13 363,25
1 507,87 5 389,99 9 419,19 13 401,74
1 662,22 5 477 A5 9 404,17 13 363,25
1 363,25 5 499,84 9 419,47 13 399,24
1 603,21 5 363,25 9 425,89 13 363,25
2 485,13 6 363,25 10 416,68 14 468,21
2 398,72 6 363,25 10 439,45 14 507,35
2 467,31 6 422,06 10 450,80 14 461,87
2 420,91 6 393,37 10 532,21 14 467,75
2 363,25 6 383,25 10 570,91 14 424,29
3 435,93 7 389,87 11 461,01 15 363,25
3 431,58 7 428,70 11 574,92 15 450,24
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3 363,25 7 363,25 11 479,31 15 396,01
3 400,31 7 489,49 11 460,99 15 440,47
3 363,25 7 363,25 11 363,25 15 400,31
4 559,15 8 420,85 12 428,14 16 430,28
4 466,70 8 432,12 12 463,84 16 425,89
4 429,48 8 521,29 12 409,84 16 363,25
4 525,42 8 363,25 12 38541 16 363,25
4 418,42 8 589,13 12 424,50 16 363,25

Elde edilen verilerin istatistiksel analizine baslamadan once veri setinin parametrik mi yoksa
nonparametrik mi olup olmadiginin tespitinin yapilmasi gerekmektedir. Verilerin normal dagilima
uymasl, varyanslarin homojen olmasi, verilerin aralikli 6lgekleme yapisina sahip olmasi ve bagimsizlik
gibi parametrik veri varsayimlar: dikkate alinarak hangi istatistiksel testin yapilacagina karar verilir. Bu
varsayimlardan biri veya bir kagi saglanmiyorsa parametrik yontemler (bagimsiz t testi, tek yonlii
ANOVA vb.) yerine parametrik olmayan yontemler (Mann Whitney, Kruskall-Wallis vb.) tercih edilir
(Durmus, 2019: 360). Bu calismada verilerin normal dagilim gosterip gostermedigi arastirilirken
Anderson-Darling testinden yararlanilmistir. Ortaya ¢ikan sonuglar, 0,05 anlamhilik diizeyine gore; p >
0,05 oldugunda verilerin normal dagilima uydugu, p < 0,05 oldugunda ise verilerin normal dagilima
uymadig1 seklinde yorumlanmustir. Normallik testi gerceklestirilmis ve deneysel verilerin normallik testi
sonugclar: Sekil 22’de gosterilmistir.

Probability Plot of F

Normal
999
Mean 4339
StDev 65,10
99 - N 80
AD 2,185

P-Value =<0,005

Percent
W
o

200 300 400 500 600 700
F

Sekil 22: Deneysel Verilerin Analizi igin Normallik Testi
Sekil 22 incelendiginde p degeri p < 0,005 olarak elde edilmistir. p degeri 0,05 ten kiigiik oldugundan
veriler normal dagilima uygun degildir. Dolayisiyla elde edilen uygunluk degerleri parametrik
testlerden olan Tek Yonliit ANOVAmun parametrik olmayan karsiligi olan Kruskall-Wallis testine tabi
tutulmus ve nihai test sonuglar1 Tablo 11’de verilmistir. p degerinin 0,05'ten kiigiik olmasi grup
medyanlar arasinda fark oldugu anlamina gelmektedir.
Tablo 11: Kruskal-Wallis Testi Sonuclari

ZAMAN PENCERELI ARAC ROTALAMA
Par_No N Median Ave y 4
1 5 507,87 61,50 2,09
2 5 420,91 40,30 -0,02
3 5 400,31 29,50 -1,09
4 5 466,70 58,00 1,74
5 5 401,74 39,00 -0,15
6 5 383,25 20,40 -2,00
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7 5 389,87 30,60 -0,98
8 5 432,12 49,50 0,89
9 5 419,19 34,30 -0,62
10 5 450,80 58,20 1,76
11 5 461,01 52,90 1,23
12 5 424,50 39,80 -0,07
13 5 363,25 17,20 -2,32
14 5 467,75 58,80 1,82
15 5 400,31 34,00 -0,65
16 5 363,25 24,00 -1,64
Overall 80 40,50
DF=15 | H=29,18 | P=0,0015
DF=15 H=29,52 | P=0,014

13 ve 16 numarali parametre setleri elde edilen deney sonuglar: igerisinde en diisiik medyan
degerlerine sahip parametre setleridir. Bu parametre setlerinin medyan degerleri birbirine esit
oldugundan deney sonucu ortaya ¢ikan uygunluk degerlerinin ortalamalar1 hesaplanarak en diisiik
ortalamaya sahip parametre setinin yontem igin kullanilmasi uygun goriilmiistiir. 13. ve 16. parametre
setinin uygunluk degerlerinin ortalamasi Tablo12’de gosterilmistir.

Tablo 12: 13. ve 16. Parametre Setinin Ortalama Degerleri

P_Seti F P_Seti F
13 363,25 16 430,28
13 401,74 16 425,89
13 363,25 16 363,25
13 399,24 16 363,25
13 363,25 16 363,25

Sum 1890,73 Sum 1945,92

Mean 378,15 Mean 389,18

13 nolu parametre seti Zaman Pencereli Ara¢ Rotalama problemi i¢in en diisiik ortalama degerine
sahip oldugundan bu parametre seti Yapay Ar1 Kolonisi Algoritmas1 yonteminin en uygun parametre
seti olarak belirlenmistir. Parametrelere ait degerler Tablo 13'te ifade edilmektedir.

Tablo 13: YAKAzpagrp Icin En Uygun Parametre Seti

Parametre Pararvnet're Parar.netr:e
Degeri Seviyesi
Yiyecek Kaynagi Sayisi 25 2
isci Ani Sayisi 25 2
Go6zcl Ari Sayisi 20 2
Maksimum iterasyon Sayis 20 1
ilk Populasyon Aday Bulma Deneme Sayisi 90 1
isci/Gozcii Ari Asamasi Deneme Sayisi 20 1
Alt Dizi Ekleme Deneme Sayisi 50 1
Kasif Ari Rotalama Yontemi En Yakin Komsu 2

ABA icin En Uygun Parametre Setinin Belirlenmesi

Bu kisimda, Zaman Pencereli Ara¢ Rotalama probleminin ¢oziimiinde kullanilacak olan Ates Bocegi
Algoritmas1 (ABA) i¢in en uygun parametre setinin belirlenmesine yonelik yapilan deneysel calismalar
ve sonuglar1 sunulmaktadir. Ates bocegi sayisi (popiilasyon), maksimum iterasyon sayisi, 151k emilim
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katsayisy, ilk popiilasyon aday bulma deneme sayisy, ilk popiilasyon olusturma yontemi (Rastgele/En
Yakin) ve 2 —opt* i¢ deneme sayis1 gibi parametreler ileri siiriilen yontemin akisimi etkileyecek
parametrelerdir. Yine bu kisimda algoritmanin performansini olumlu yonde etkileyen en uygun
parametre seti ANOVA testleri ile belirlenmistir. ANOVA testleri i¢in yapilacak deneylerde gerekli
parametreler ve degerleri Tablo 14’te ifade edilmektedir.

Tablo 14: Ates Bécegi Algoritmasi icin Parametre Degerleri

Seviyeler
PAR_NO Parametre
Seviye 1 Seviye 2 Seviye 3
1 ilk Popiilasyon Olusturma Yéntemi Rastgele En Yakin -
2 Ates Bocegdi (Populasyon) Sayisi 50 75 100
3 Maksimum Iterasyon Sayisi 100 130 160
4 Istk Emilim Katsayisi 0,70 0,75 0,80
5 ilk Popiilasyon Aday Bulma Deneme Sayisi 9998 9999 10000
6 2 — opt* ic Deneme Sayisi 30 60 90

YAKA’da oldugu gibi burada da Taguchi deneysel tasarim yontemi ile parametre analizinin
yapilmas1 uygun goriilmiistiir. Algoritma icin gerekli olan 6 farkli parametreden 5’i ii¢ seviye 1'i 2 seviye
olarak dikkate alindig1 icin L18(2713"5) ortogonal dizisi araciigiyla toplamda 18 farkli parametre
degerleri ile 5 tekrarli deney yapilarak en uygun parametre seti tespit edilmeye ¢alisilmistir. Deney icin
gerekli L18(2"13"5) ortogonal dizisi ve parametre karsiliklar: Tablo 15 ve Tablo 16’da belirtilmistir.

Tablo 15: Taguchi L18 (2A13A5) Ortogonal Dizisi

SIRA 1 2 3 4 5 6
1 1 1 1 1 1 1
2 1 1 2 2 2 2
3 1 1 3 3 3 3
4 1 2 1 1 2 2
5 1 2 2 2 3 3
6 1 2 3 3 1 1
7 1 3 1 2 1 3
8 1 3 2 3 2 1
9 1 3 3 1 3 2
10 2 1 1 3 3 2
11 2 1 2 1 1 3
12 2 1 3 2 2 1
13 2 2 1 2 3 1
14 2 2 2 3 1 2
15 2 2 3 1 2 3
16 2 3 1 3 2 3
17 2 3 2 1 3 1
18 2 3 3 2 1 2

Tablo 16: Deneyler icin Kullanilacak Parametreler

SIRA 1 2 3 4 5 6
1 Rastgele 50 100 0,70 9998 30
2 Rastgele 50 130 0,75 9999 60
3 Rastgele 50 160 0,80 10000 90
4 Rastgele 75 100 0,70 9999 60
5 Rastgele 75 130 0,75 10000 90
6 Rastgele 75 160 0,80 9998 30
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7 Rastgele 100 100 0,75 9998 90
8 Rastgele 100 130 0,80 9999 30
9 Rastgele 100 160 0,70 10000 60
10 En Yakin 50 100 0,80 10000 60
11 En Yakin 50 130 0,70 9998 90
12 En Yakin 50 160 0,75 9999 30
13 En Yakin 75 100 0,75 10000 30
14 En Yakin 75 130 0,80 9998 60
15 En Yakin 75 160 0,70 9999 90
16 En Yakin 100 100 0,80 9999 90
17 En Yakin 100 130 0,70 10000 30
18 En Yakin 100 160 0,75 9998 60

Deneyler, 16 GB RAM bellegi olan 2.60 Ghz islemcili standart bir bilgisayar yardimiyla Solomon’un
25 miisterili veri setlerinden olan C101 {izerinde gerceklestirilmistir. Farkli parametre degerleri dikkate
alinarak toplamda 18x5 =90 adet deney yapilmis ve deneyler sonucunda elde edilen uygunluk
degerleri Tablo 17'de gosterilmistir.
Tablo 17: Deneylerden Elde Edilen Uygunluk Degerleri

P_Seti F P_Seti F P_Seti F P_Seti F P_Seti F P_Seti F
1 345,81 4 335,95 7 339,51 10 254,38 13 231,58 16 249,58
1 375,10 4 362,74 7 360,48 10 240,76 13 241,00 16 191,81
1 346,71 4 353,40 7 331,08 10 241,64 13 239,72 16 222,49
1 338,83 4 341,91 7 375,44 10 241,64 13 237,87 16 241,99
1 350,36 4 361,34 7 351,99 10 221,94 13 222,07 16 236,31
2 347,65 5 336,34 8 325,89 11 211,81 14 253,35 17 231,58
2 327,89 5 333,77 8 322,75 11 250,50 14 222,07 17 211,58
2 319,71 5 351,64 8 324,87 11 191,81 14 22441 17 251,25
2 361,17 5 333,39 8 322,96 11 229,14 14 212,18 17 222,07
2 340,54 5 337,57 8 298,95 11 191,81 14 228,42 17 211,81
3 317,98 6 304,95 9 328,43 12 211,81 15 246,10 18 245,66
3 334,17 6 318,47 9 323,44 12 214,37 15 261,51 18 211,81
3 332,75 6 302,40 9 322,85 12 241,99 15 255,55 18 225,98
3 349,15 6 321,49 9 335,01 12 260,66 15 234,81 18 191,81
3 288,98 6 321,82 9 303,19 12 247,00 15 221,94 18 191,81

Anova testlerine gecilmeden 6nce Anderson Darling testi ile Tablo 17’deki uygunluk degerlerinin
normalligi test edilmis ve sonuglar Sekil 23’te ifade edilmistir.

90



Zaman Pencereli Arag Rotalama Probleminin Gelistirilmis Yapay An Kolonisi ve Ates Bocegi Algoritmalan ile Cgziimii

Probability Plot of F
MNormal

Mean 282,0
StDewv 56,325
o9 N a0
AD 32,857

P-Value =<0,005
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Sekil 23: Deneysel Verilerin Analizi icin Normallik Testi

Sekil 23'te p < 0,005 oldugundan 0,05 anlamlilik diizeyine gore veriler normal dagilima
uymamaktadir. Bu nedenle Kruskal Wallis testi ile uygunluk degerleri test edilmis ve elde edilen test
sonuglar1 Tablo 18’de verilmistir. p degerlerinin 0,05"ten kiiciik ¢ikmasi, ortanca uygunluk degerlerinin
en az bir parametre seti igin farkli oldugu anlamina gelmektedir.

Tablo 18: Kruskal — Wallis Testi Sonuclari

PAR_NO N Median Mean Z-Value

1 5 346,71 79,60 3,00
2 5 340,54 71,00 2,25
3 5 332,75 62,00 1,45
4 5 353,40 81,00 3,13
5 5 336,34 71,60 2,30
6 5 318,47 51,80 0,55
7 5 351,99 79,20 2,97
8 5 322,96 56,40 0,96
9 5 323,44 59,40 1,22
10 5 241,64 29,50 -1,41
11 5 211,81 15,10 -2,68
12 5 241,99 27,00 -1,63
13 5 237,87 24,90 -1,81
14 5 224,41 21,60 -2,10
15 5 246,10 32,50 -1,14
16 5 236,31 23,70 -1,92
17 5 222,07 18,80 -2,35
18 5 211,81 13,90 -2,78

Overall 90 45,50

DF=17 H=76,10 | P=0,000

DF=17 H=76,13 | P=0,000

Elde edilen deney sonuglar1 icerisinde en diisiik medyan degerine sahip parametre setleri 11 ve
18’dir. Bu parametre setlerinin medyan degerleri birbirine esit oldugundan deney sonucu ortaya cikan
uygunluk degerlerinin ortalamalar1 hesaplanmis ve en diisiik ortalamay1 veren parametre seti en uygun
parametre seti olarak belirlenmistir. 11. ve 18. parametre setinin uygunluk degerlerinin ortalamasi Tablo
19’da gosterilmistir.
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Tablo 19: 11. ve 18. Parametre Setinin Ortalama Degerleri

P_Seti F P_Seti F
11 211,81 18 245,66
11 250,50 18 211,81
11 191,81 18 225,98
11 229,14 18 191,81
11 191,81 18 191,81
Sum 1075,07 Sum 1067,07
Mean 215,014 Mean 213,414

Boylece Ates Bocegi Algoritmasi i¢in en uygun parametre setinin en diisiik ortalama degerine sahip
18 nolu parametre seti oldugu ortaya ¢ikmistir. Her bir parametrenin degerleri ve seviyeleri Tablo 20’de
gosterilmektedir.
Tablo 20: ABA pagrp icin En Uygun Parametre Seti

Parametre Parametre Degeri | Parametre Seviyesi
ilk Ppopiilasyon Olusturma Yéntemi En Yakin 2
Ates Bocegdi (Populasyon) Sayisi 100 3
Maksimum iterasyon Sayis 160 3
Istk Emilim Katsayisi 0,75 2
ilk Populasyon Aday Bulma Deneme Sayisi 9998 1
2 — opt* ic Deneme Sayisi 60 2

Gelistirilen Yontemlerin Etkinliginin Arastiriimasi

Problem Veri Seti

Algoritmalar, 25 ve 50 miisterili {i¢ farkli problem tiiriinden (C101, ...,C109, R101, ...,R112 ve
RC101,..., RC108) olusan klasik bir dizi kiyaslama probleminin 58i (Solomon, 1987) {izerinde test
edilmistir.

Veri setleri http://www.bernabe.dorronsoro.es/vrp/index.html?/results/resultsSolom.htm

adresinden alinmistir. Bu problem verilerinin genel olarak 6zellikleri asagida tanimlanmaktadir.

Miisterilerin rastsal olarak cografi bolgelere dagildig: R1 tipi problemlerde, zaman pencereleri siki
ve ara¢ kapasiteleri kiigiiktiir. R2 tipi problemlerde miisteriler R1’de oldugu gibi rastsal olarak cografi
bolgelere dagilmistir. Fakat bu problem verilerinde her bir miisteriye hizmet verilmesi gereken zaman
aralig1 genis ve arag kapasiteleri biiyiiktiir. C1 tipi problemlerde miisteriler cografi bolgelere kiimelenmis
bir bicimde dagilim gostermistir. Her bir miisteriye hizmet verilmesi gereken zaman araliklar sik1 ve
arac kapasiteleri kiigiiktiir. C2 tipi problemlerde her bir miisteriye hizmet verilmesi gereken zaman
araligl genis ve arac kapasiteleri biiyiik iken yine Cl’de oldugu gibi miisteriler cografi bolgelere
kiimelenmis bir sekilde dagilmislardir. RC1 ve RC2 tipi problemlerde miisteriler hem rastsal hem de
kiimelenmis bir bigimde cografi bolgelere dagilim gostermislerdir. RC1’de ara¢ kapasitesi kiigiik ve
zaman aralig1 dar olup her rotada ¢ok fazla miisteriye hizmet verilememektedir. RC2 tipi problemlerde
ise zaman araliklar1 genis olmakla birlikte ara¢ kapasitelerinin biiyiik olmasi ¢ok az rotaya ihtiyag
oldugunu gosterir (Kuram, 2016: 73-74).

25, 50 ve 100 miisterili veri setleri sirasiyla, birbirinden ayrilmus farkli cografi bolgelerde yer alan 25,
50 ve 100 miisteri ve bir depodan olusmaktadir. Hizmet siiresi ve ara¢ kapasiteleri veri setine gore
farklilik gostermektedir. R ve RC tipi problemlerde miisterilerin hizmet siiresi 10 birim iken C tipi
problemlerde ise 90 birim olarak ele alinmigtir. R1, C1 ve RCl1 tipi problemlerde arag¢ kapasiteleri 200
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birim, R2 ve RC2 tipi problemlerde 1000 birim iken C2 tipi problemlerde ise arag kapasiteleri 700 birim
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olarak ele alinmis ve her ara¢ homojen filolu bir yapiya sahiptir.

Test Problemlerinin Gelistirilen Yontemler ile Coziimi

Calisma kapsaminda ileri siirtilen YAKA ve ABA yontemleri literatiirde ilk defa zaman pencereli

ara¢ rotalama probleminin es zamanl ¢oziimiinii saglamaktadir. Daha 6nce ikisini birlikte ele alan bir

calisma olmadig; i¢in ileri siiriilen yontemlerin etkinligi Solomon'un (1987) 25 ve 50 miisterili veri setleri

kullanilarak test edilmistir. 25 ve 50 miisterili veri setlerinden sadece C1, R1 ve RC1 grubuna ait problem

verileri kullanilmistir. Tablo 21’de karsilastirma i¢in kullanilan yontemler, Tablo 22’de ise 25 miisterili

problem setlerinin gelistirilen yontemlerle ¢6ziimiinden elde edilen uygunluk degerleri ve en iyi ¢dziime

uzakliklar1 gosterilmektedir.

Tablo 21: Karsilastirma icin Kullanilan Yéntemler

KISALTMA YIL YAZARLAR ALGORITMA
LP 2002 | Bard vd. Dogrusal Programlama
PSO1 2009 | Ai and Kachitvichyanukul Parcacik Siirli Optimizasyon Algoritmasi
PSO2 2011 | Gongvd. Parcacik Siirli Optimizasyon Algoritmasi
WOA 2022 | Yodwangjai and Malampong | Balina Optimizasyon Algoritmasi

Tablo 22: 25 Misterili Problem Setlerinin Gelistirilen Yontemler ile Cozimii

Veri PSO1 | PSO2 | WOA | Fp... | YAKA | Fark(%) | ABA | Fark(%)
c101 | 1918 | 191,81 | 191,81 | 191,3 | 191,81 027 [191,81| 027
_ €102 | 1907 | 190,74 | 190,74 | 190,3 | 19074 | 023 | 206,12 | 831
& €103 | 1907 | 190,74 | 190,74 | 190,3 | 191,81 | 079 | 21766 | 14,38
=
L C104 | 1874 | 18745 | 18745 | 186,9 | 18745 | 029 | 252,74 | 3523
= c105 | 191,8 | 191,81 | 191,81 | 191,3 | 191,81 027 | 193,04 | 091
:| c106 | 191,8 | 191,81 | 191,81 | 191,3 | 191,81 027 | 22142 | 1574
9] c107 | 1918 | 191,81 | 191,81 | 191,3 | 191,81 027 | 20856 | 9,02
c108 | 1918 | 191,81 | 191,81 | 191,3 | 191,81 027 | 21476 | 1226
€109 | 1918 | 191,81 | 191,81 | 191,3 | 191,81 027 | 20476 | 7,04
R101 | 6183 | 61833 | 61833 | 617,1 | 627,13 | 1,63 | 618,33 | 0,20
R102 | 5481 | 548,11 | 548,11 | 547,1 | 54895 | 034 | 57334 | 480
R103 | 4557 | 473,39 | 464,83 | 454,6 | 45837 | 083 | 53980 | 1874
= R104 | 4180 | 41830 | 41796 | 416,9 | 41796 | 025 | 51630 | 2384
= R105 | 5315 | 556,72 | 531,54 | 530,5 | 531,54 | 020 | 54882 | 345
‘Z’ R106 | 4665 | 46648 | 467,85 | 4654 | 468,96 | 077 | 542,13 | 16,49
> R107 | 4253 | 42527 | 42527 | 424,3 | 42527 | 023 | 49043 | 1559
o R108 | 3983 | 40539 | 39829 | 397,3 | 39829 | 025 | 45775 | 1522
« R109 | 4426 | 46052 | 45026 | 441,3 | 44263 | 030 | 47903 | 855
R110 | 4459 | 44580 | 445,18 | 444,1 | 44518 | 024 | 46048 | 3,69
R111 | 4297 | 42970 | 431,12 | 428,8 | 42970 | 021 | 499,84 | 16,57
R112 | 3941 - - 393,0 | 39410 | 028 | 44388 | 12,95
o | RC101 | 4622 | 46216 | 47696 | 4611 | 46360 | 054 | 48040 | 419
G Sl RC102 | 3527 | 35274 | 401,79 | 351,8 | 361,89 | 287 |35973| 2,25
RC103 | 3339 | 333,92 | 333,92 | 332,8 | 350,78 | 540 | 352,57 | 594
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RC104 | 307,1 307,14 | 307,14 | 306,6 | 366,81 19,64 397,33 29,59
RC105 | 4124 412,38 | 418,52 | 411,3 415,70 1,07 499,50 21,44
RC106 | 346,55 346,51 | 347,31 345,5 | 365,27 5,72 359,93 4,18
RC107 | 2989 298,95 | 29895 | 298,3 | 319,99 7,27 319,44 7,09
RC108 | 2950 294,99 | 294,99 | 294,5 | 307,22 4,32 307,22 4,32

Not: Bard vd., (2002) C10_, R10_ ve RC10_ veri setleri i¢in deney yapmamuistir. Gong vd., (2011) ve
Yodwangjai and Malampong (2022) R112 veri seti i¢in deney yapmamustir.

Tablo 22’de ifade edilen veri setleri tizerinde YAKA yontemi ile %0,20 ile %19,64 arasinda; ABA
yontemi ile %0,20 ile %35,23 arasinda degisen oranlarda ¢oziimler elde edilmistir. Bircok veri setinde
bilinen en iyi ¢6ziime yakin ve karsilastirilan diger yontemlerden daha iyi sonuglar YAKA yontemi ile
saglanmistir. RC104 hari¢ diger deney setleri {izerinde YAKA ile %0,20 ile %7,27 arasinda degisen
oranlarda en iyi ¢oziime yakin iyi sonuglar elde edilirken; ABA yontemi ile ise bir¢ok problem verisinde,
%12,26 ile %35,23 arasinda karsilastirilan diger yontemler ve YAKA’dan uzakta sonugclar elde edilmistir.
YAKA, ABA ile karsilastirildiginda 29 test probleminin 23’{iinde daha iyi sonuglar ortaya ¢ikarmistir. 14
problem verisinde ABA yontemi ile %0,20 ile %9,02 arasinda degisen oranlarda bilinen en iyi ¢dziime
yakin sonuglar elde edilmistir. Diger taraftan R101, RC102, RC106 ve RC107 problemlerinde ABA ile elde
edilen uygunluk degerlerinin YAKA ile elde edilen uygunluk degerlerinden daha kiigiik gikmasi bu veri
setleri i¢cin ABA yonteminin YAKA yonteminden daha iyi performans gosterdigini ortaya koymustur.
C101 ve RC108 problemleri igin kullanilan her iki yontemde de sirasiyla bilinen en iyi ¢6ztimden %0,27
ve %4,32 farkla aymi sonuglar elde edilmistir. Karsilastirma neticesinde ele alinan 25 mdtisterili veri
setlerinin ¢ogunda YAKA yonteminin ABA ve diger yontemlere kiyasla daha iyi sonuglar ortaya
cikardigy tespit edilmistir. Genel olarak 25 miisterili deney setleri iizerinde sonugclar incelendiginde,
problem icin gelistirilen YAKA y6nteminin performans agisindan yeterli bulunmus olmas ile birlikte
ABA i¢in ayn1 durumun s6z konusu olmadig1 ortaya ¢ikmustir. Elde edilen uygunluk degerlerine iliskin
grafik Sekil 24’te belirtilmektedir. Grafikte C10_ veri setlerinde yontemler degerlendirilecek olursa;
YAKA yontemi, bu veri grubundaki tiim problemler {izerinde bilinen en iyi ¢oziime ve karsilastirilan
diger yontemlere esit seviyede sonuglar ortaya cikarirken, ABA yontemi, sadece C101 ve C105 problemi
iizerinde bilinen en iyi ¢oziime ve karsilastirilan diger yontemlere oldukga yakin sonuglar saglamistir.

25 MUSTERILi VERI SETLERINDE YONTEMLERIN
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Sekil 24: Elde Edilen Uygunluk Degerlerinin Grafik Gosterimi

50 miisterili veri setlerinin gelistirilen yontemler ile ¢6ztimiinden elde edilen uygunluk degerleri ve
en iyi ¢oziime uzakliklari, Tablo 23’te ifade edilmektedir. Tabloda gosterilen veri setleri iizerinde YAKA
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yontemi ile %0,21 ile %15,86 arasinda; ABA yontemi ile %15,61 ile %65,96 arasinda degisen oranlarda
¢ozlimler elde edilmistir. Birgok veri setinde karsilastirmada kullanilan yontemlerin sonucuna esit ve bu
yontemlerden daha iyi sonuglar YAKA yontemi ile ortaya konmustur. Ele alinan veri setinin tamaminda
ABA yontemi ile elde edilen uygunluk degerleri, YAKA ve karsilastirilan diger yontemlerden elde edilen
uygunluk degerlerinden ¢oziim kalitesi agisindan olumsuz sonuglanmistir. RC106 hari¢ RC10_veri
grubundaki tiim problemler ve C104 problemi icin YAKA yontemi ile elde edilen ¢oziim degeri,
karsilastirilan diger yontemlerden elde edilen ¢oziim degerlerinden biiyiik ¢ikmistir. 50 miisterili veri
setleri lizerinde genel degerlendirme yapilacak olursa; toplam 29 test probleminin tamaminda YAKA
yontemi ile ortaya ¢ikan uygunluk degerlerinin %0,21 ile %15,86 degisen oranlarda bilinen en iyi ¢dziime
yakin ¢ikmasi gelistirilen bu yontemin zaman pencereli arag rotalama problemi igin yeterli oldugunu
gostermistir. ABA yontemi ise performans acisindan problemin ¢oziimiinde yetersiz kalmistir. Miisteri
sayisindaki artis ylikseldikge yontemlerin sonuglar1 arasindaki fark daha net olarak goriilmektedir.

Tablo 23: 50 Misterili Problem Setlerinin Gelistirilen Yontemler ile Cozimii

Veri | PSO1 | PSO2 | WOA | LP | F,. | YAKA | Fark(%)| ABA | Fark(%)

C101 | 3632 | 36325 | 36325 | - | 362,4 | 36325 | 023 | 504,51 | 39,21

a C102 | 3735 | 362,17 | 36217 | - | 361,4 | 36217 | 021 | 59978 | 6596
i C103 | 3874 | 362,17 | 36334 | - | 361,4 | 37545 | 389 | 54887 | 51,87
m C104 | 3667 | 35888 | 36538 | - | 358,0 | 389,79 | 888 | 51499 | 4385
= €105 | 3632 | 36325 | 36325 | - | 362,4 | 36325 | 023 | 50597 | 39,62
:| C106 | 3632 | 36325 | 36325 | - | 362,4 | 36325 | 023 | 51225 | 4135
G €107 | 3632 | 36325 | 36325 | - | 362,4 | 36325 | 023 | 55251 | 5246
C108 | 3632 | 36325 | 36392 | - | 362,4 | 36325 | 023 | 47514 | 31,11

C109 | 3854 | 36325 | 36325 | - | 362,4 | 36325 | 023 | 45296 | 24,99

R101 | 1053,9 | 1100,72 | 1054,88 | 1156,0 | 1044,0 | 1103,08 | 566 | 122609 | 17,44

R102 | 9136 | 97371 | 946,67 | 9336 | 909,0 | 931,02 | 242 | 117342 | 2909

R103 | 7785 | 790,17 | 813,94 | 9258 | 772,9 | 79945 | 344 |1057,69 | 36,85

= R104 | 6322 | 631,58 | 663,64 | 6629 | 6254 | 65636 | 495 | 843,63 | 34,89
= R105 | 932,9 | 98349 | 943,95 | 1012,1 | 899,3 | 94005 | 453 | 107446 | 19,48
g R106 | 7973 | 86593 | 84863 | 837,0 | 793,0 | 801,29 | 105 | 104670 | 32,00
g R107 | 7139 | 737,10 | 763,97 | 7880 | 711,1 | 764,14 | 746 | 91058 | 28,05
© | Ri08 | 6203 | 62429 | 66513 | 6526 | 617,7 | 639,92 | 360 | 77301 | 2514
« R109 | 8038 | 801,97 | 821,64 | 8275 | 786,8 | 806,58 | 251 | 909,62 | 1561
R110 | 7084 | 710,40 | 72585 | 781,9 | 697,0 | 73884 | 600 | 902,39 | 2947

R111 | 7242 | 75635 | 75621 | 7380 | 707,2 | 75184 | 631 | 94658 | 3385

R112 | 6378 | 63849 | 67733 | 6999 | 6302 | 667,15 | 586 | 78384 | 24,38

| RC101| 9456 | 94558 | 966,12 | 9446 | 944,0 | 98322 | 416 | 111350 | 17,96
& | Rc102 | 8280 | 82397 | 893,56 | 8284 | 8225 | 902,07 | 967 | 100316 21.96
b | Rc103 | 7126 | 71291 | 76670 | 7144 | 710 | 77099 | 845 | 87697 | 2336
E RC104 | 5465 | 546,51 | 561,72 | 5792 | 5458 | 626,52 | 14,79 | 64519 | 1821
o | RC105 | 8577 | 85697 | 90828 | 8588 | 8553 | 95422 | 11,57 | 103869 | 21,44
Q| Rc106 | 7572 | 72465 | 82047 | 7244 | 7232 | 81844 | 1317 | 85456 | 18,16
RC107 | 6454 | 64570 | 73868 | 693,1 | 642,7 | 74463 | 1586 | 784,04 | 21,99
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‘ ‘RC108‘ 599,2 ‘ 599,70 ‘ 600,23 ‘ 662,0 ‘ 598,1 ‘ 669,07 ‘ 11,87 ‘ 704,30 ‘ 17,76 ‘
Not: Bard vd., (2002) C10_50 veri setleri i¢in deney yapmamusgtir.

50 miisterili veri setleri iizerinde gelistirilen yontemler ile elde edilen uygunluk degerlerine iliskin
grafik Sekil 25’te ifade edilmektedir.

50 MUSTERILI VERI SETLERINDE YONTEMLERIN
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Sekil 25: 50 Msterili Veri Setlerinden Elde Edilen Uygunluk Degerlerinin Grafik ile Gésterimi
YAKA ve ABA yontemleri kullanilarak 25 ve 50 miisterili problem setleri tizerinde 5 tekrarli deneyler
yapilmistir. Deneyler sonucunda zaman pencereli arag rotalama problemi i¢in elde edilen minimum ve
maksimum( [min, max]) uygunluk degerleri ve bu uygunluk degerlerine iligskin kullanilan arag sayilar
(NV) ve ne kadar stirede elde edildiklerine iliskin ¢6ziim siireleri sirasiyla Tablo 24 ve Tablo 25’te ifade
edilmektedir.

Tablo 24: 25 Miisterili Veri Setleri icin Elde Edilen Sonuclar

YAKA ABA
Dse:t(:y Fzparp NV T(dk) Fzparp NV T(dk)
c101 [191,81-217,33] [3-3] [13,32-14,13] [191,81 - 235,47] [3-4] [8,50-8,48]
C102 [190,74 - 216,26] [3-3] [6,03-6,08] [206,12 - 249,02] [3-3] [5,13-5,27]
E c103 [191,81 -217,33] [3-3] [4,25-4,73] [217,66 — 262,90] [3-5] [4,07-3,92]
E C104 [187,45-218,71] | [3-3] [4,00-3,95] [252,74 - 265,92] [3-5] [3,32-3,42]
; C105 [191,81 -191,81] [3-3] [8,05-8,68] [193,04 - 222,86] [3-3] [6,47-6,58]
gl C106 [191,81 -191,81] [3-3] [12,32-13,75] [221,42 - 241,00] [4-4] [7,07-6,83]
8 c107 [191,81 -217,33] [3-3] [7,92-7,73] [208,56 — 264,80] [3-4] [5,37-5,35]
Cc108 [191,81-217,33] | [3-3] [6,30-5,85] [214,76 — 254,06] [3-3] [4,80-4,90]
C109 [191,81-194,40] | [3-3] [5,10-4,97] [204,76 — 233,31] [3-3] [5,08-4,93]
R101 [627,13 - 639,65] [9-28] [13,28-10,01] [618,33 - 630,80] [8 - 8] [17,00-17,20]
R102 [548,95 — 569,65] [7-7] [6,60-5,97] [573,34-617,85] [7-7] [7,30-7,48]
= R103 [458,37 — 475,84] [5-6] [8,23-4,85] [539,80 - 559,94] [6 - 6] [6,27-6,35]
"'l__|J R104 [417,96 — 455,56] [4-5] [5,07-5,42] [516,30 - 537,39] [5-5] [5,47-6,22]
A R105 [531,54 - 553,73] [6 - 6] [8,13-9,15] [548,82 - 576,03] [6-7] [15,03-10,82]
E R106 [468,96 — 503,36] [5-6] [6,48-8,82] [542,13 - 554,62] [5-6] [9,87-7,42]
o R107 [425,27 - 460,64] | [4-4] [6,27-5,72] [490,43 - 526,88] [4-5] [7,83-8,17]
& R108 [398,29 - 436,94] | [4-4] [6,80-7,15] [457,75 - 507,53] [4-4] [9,17-8,30]
R109 [442,63 - 460,43] | [5-5] [8,33-9,32] [479,03 - 496,20] [5-5] [12,10-12,68]
R110 [445,18 - 461,38] [5-5] [6,70-8,55] [460,48 — 504,16] [5-5] [8,30-8,40]
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R111 [429,70 - 463,64] | [4-4] [7,58-6,93] (499,84 - 517,94] [5-5] [7,57-8,10]
R112 [394,10-413,39] | [4-4] [8,42-7,12] (443,88 — 459,96] [4-4] [9,02-8,25]
RC101 [463,60-514,03] | [4-5] [2,80-19,60] [480,40 — 487,35] [4-4] [19,27-18,03]
= RC102 [361,89-412,44] | [3-4] [6,65-5,01] [359,73 - 431,70] [3-4] [6,73-7,19]
E RC103 [350,78 - 408,471 | [3-4] [6,52-7,02] [352,57 - 410,52] [3-4] [6,53-6,94]
L
w RC104 | [366,81-441,00] | [4-4] [6,58-5,37] [397,33 - 422,97] [4-4] [7,26-8,21]
E RC105 [415,70-527,76] | [4-6] [4,97-7,79] [499,50 - 536,82] [5-5] [7,46-6,21]
Sl RC106 [365,27 - 421,55] | [3-4] [6,73-7,03] [359,93 - 426,04] [3-4] [6,71-7,08]
& RC107 [319,99-376,60] | [3-4] [7,43-6,51] [319,44 - 387,81] [3-4] [7,32-7,45]
RC108 [307,22-379,94] | [3-4] [7,04-8,53] [307,22 - 386,471 [3-4] [7,56-9,08]

e Yapilan 5 tekrar sonucunda elde edilen minimum maksimum uygunluk degerleri ve bu degerlere

iliskin arac sayilar1 ve hesaplama siireleri tabloda verilmektedir.
Tablo 25: 50 Miisterili Veri Setleri icin Elde Edilen Sonuclar

YAKA ABA
D_Seti Fzparp NV T(dk) Fzparp NV T(dk)
c101 [363,25 - 435,26] [5-6] [34,72-34,28] [504,51 - 650,52] [7-101 | [16,05-16,63]
€102 | [362,17-546,95] [5-7] [18,20-15,20] (599,78 - 667,38] [7-71 | 12,10-11,52]
= | C103 [375,45 - 452,84] (5-7 [33,03-34,73] (548,87 - 636,58] [6 - 8] [7,48-7,58]
E [ Cl0a | [389,79-441,35] [5- 6] [26,95-27,05] [514,99 - 522,01] [6-7] [6,20-6,14]
= | €105 | [363,25-45549] [5- 6] [30,67-30,22] [505,97 - 576,94] [7-81 | 117,13-14,20]
§| C106 | [363,25-440,30] [5-7] [37,57-27,45] [512,25 - 568,44] [6-91 | 116,57-15,87]
8 €107 | [363,25-430,08] [5-7] [29,53-20,95] [552,51 - 610,58] [7-71 | N485-13,78]
C108 | [363,25-459,95] [5-7] [18,91-18,77] [475,14 - 541,13] [7-6] | [12,68-14,55]
C109 | [363,25-448,387] [5- 6] [52,85-15,63] [452,96 - 553,17] [6-71 | 111,73-11,85]
R101 | [1103,08-129836] | [13-15] | [31,62-31,94] | [1226,09-1277,48] | [14-16] | [33,53-31,35]
R102 | [931,02-973,67] [12-11]1 | [118,08-9508] | [117342-1254,25] | [13-13] | [17,70-6,55]
R103 | [799,45 - 886,14] [9-111 [40,33-42,45] | [1057,69-1120,22] | [11-12] | [13,43-11,57]
= | R104 | [65636-69571] [7-7] [40,42-49,87] (843,63 - 894,91] [8-8] | [11,43-19,38]
o | R105 | [940,05-981,93] [10-11]1 | [29,93-30,63] | [107446-1121,62] | [10-12] | [21,57-21,10]
“» | R106 | [801,29-85367] [9-9] [5523-59,30] | [1046,70-1082,76] | [10-11]1 | [16,52-15,90]
E R107 | [764,14-802,09] [9-9] [54,85-38,50] | [910,58-1006,98] | [9-10] | [13,12-13,67]
o | R108 | [639,92-70835] [6-7] [34,77-39,10] [773,01 - 853,80] [7-71 | 14,68-14,60]
© [R109 | [806,58-850,52] [8-9] [80,63-57,05] [909,62 - 986,84] [9-111 | 17,82-17,43]
R110 | [738,84-802,32] [8-9] [25,75-25,52] [902,39 - 938,81] [9-91 | [21,25-19,92]
R111 [751,84 - 817,671 [8-9] [17,12-16,10] [946,58 - 981,75] [8-101 | [16,80-16,52]
R112 | [667,15-710,79] [7-7] [18,18-19,22] [783,84 - 801,44] [7-71 | 12892-38,93]
RC101 (983,22 -1101,73] [10-12] [15,55-2,50] [1113,50 - 1144,07] [11-11] [21,47-15,13]
= | RC102 | [902,07 - 989,80] [9-10] [22,10-11,73] | [1003,16-1048,64] | [9-9] | [18,33-17,65]
o [ RC103 | [770,99-892,75] [7-9] [44,08-37,70] (876,97 - 981,51] [7-91 | [26,55-28,42]
@ [RC104 | 1626,52-677,49] 6 - 6] [4,83-5,88] [645,19 - 729,56] [6-71 | [2990-27,90]
E RC105 | [954,22-969,77] [10-10] | [64,03-24,82] | [103869-1101,03] | [10-11] | [24,33-24,68]
o [RC106 | [818,44—861,80] [7-8] | [191,98-188,78] | [854,56 - 902,06] [8-8] | [27,68-44,72]
& | RC107 | [744,63-780,59] [7-7] [40,73-38,96] [784,04 - 819,41] [7-71 | 12947-32,97]
RC108 | [669,07 - 701,68] 6 - 6] [6,57-18,23] [704,30 - 751,96] [6-71 | [2840-27,62]

e Yapilan 5 tekrar sonucunda elde edilen minimu maksimum uygunluk degerleri ve bu degerlere iliskin
arag sayilar1 ve hesaplama siireleri tabloda verilmektedir.
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Deney Sonuglarinin Karsilastiriimasi

Tablo 24’te yer alan klasik zaman pencereli ara¢ rotalama problemleri igin 25 miisterili veri setleri
iizerinde yapilan deneylerden her iki yontem ile elde edilen minimum uygunluk degerleri Tablo 26’da
Ozetlenmistir. Tabloda yer alan en iyi uygunluk degerlerinin grafik iizerinde gosterimi ise Sekil 26’da yer
almaktadr.

Tablo 26: C10_25, R10_25 ve RC10_25 Veri Grubuna Ait Uygunluk Degerleri

En lyi Enlyi
Coziimden Coziimden
Veri Seti YAKA Sapma(%) ABA Sapma(%)
c101 191,81 0 191,81 0
c102 190,74 0 206,12 8,06
& c103 191,81 0 217,66 13,48
E C104 187,45 0 252,74 34,83
= C105 191,81 0 193,04 0,64
I‘>J| C106 191,81 0 221,42 15,44
8 c107 191,81 0 208,56 873
c108 191,81 0 214,76 11,96
C109 191,81 0 204,76 7,04
R101 627,13 1,42 618,33 0,00
R102 548,95 0 573,34 4,44
R103 458,37 0 539,8 17,77
= R104 417,96 0 516,3 23,53
= R105 531,54 0 548,82 3,25
“ R106 468,96 0 542,13 15,6
§ R107 425,27 0 490,43 15,32
o R108 398,29 0 457,75 14,93
= R109 442,63 0 479,03 8,22
R110 445,18 0 460,48 3,44
R111 4297 0 499,84 16,32
R112 394,1 0 443,88 12,63
RC101 463,6 0 480,4 3,62
=z RC102 | 361,89 0,6 359,73 0
= RC103 350,78 0 352,57 0,51
2 RC104 366,81 0 397,33 8,32
§ RC105 4157 0 499,5 19,58
o RC106 | 365,27 1,48 359,93 0
2 RC107 | 319,99 0,17 319,44 0
RC108 | 307,22 0 307,22 0

Tablo 26’da C10_25 grubu igin en iyi uygunluk degerleri incelendiginde C101 verisi disinda kalan
diger verilerde YAKA yonteminin ABA yOontemine gore %0,64 ile %34,83 arasinda degisen oranlarda
daha iyi ¢6ztim sagladig1 goriilmektedir. C101 problemi igin her iki yontem ile elde edilen uygunluk
degerleri esit ¢ikmistir. R10_25 veri grubuna ait uygunluk degerleri karsilastirildiginda ise YAKA
yontemi R101 problemi disinda kalan tiim problemler igin ABA yontemine gore %3,25 ile %23,53
arasinda degisen oranlarda en iyi ¢6ziimii saglamistir. ABA yontemi YAKA yontemine gore %1,42 farkla
daha iyi sonucu R101 probleminde gostermistir. RC102, RC106, RC107 ve RC108 veri setleri disindaki
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veriler icin YAKA yonteminin ABA yontemine gore %0,51 ile %19,58 arasinda degisen oranlarda daha

iyi ¢oziimler saglamistir. RC10_25 veri grubuna ait RC108 probleminde her iki yontem ile yapilan

deneyler sonucu ortaya ¢ikan uygunluk degerleri esit iken; RC102, RC106 ve RC107 deney verileri

tizerinde ise ABA yontemi, YAKA yontemine gore %0,6 ile %1,48 arasinda degisen oranlarda daha iyi

sonuclar vermistir.
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Sekil 26: C10_25, R10_25 ve RC10_25 Veri Grubuna Ait Uygunluk Dederleri

50 miisterili veri setleri lizerinde yapilan deneylerden elde edilen sonugclar Tablo 25’te gosterilmisti.

Bu tabloda yer alan degerlerden her bir veri grubuna ait problem verileri i¢in bulunan en iyi uygunluk

degerleri Tablo 27'da 6zetlenmistir.

Tablo 27: C10_50, R10_50 ve RC10_50 Veri Grubuna Ait Uygunluk Degerleri

En lyi En lyi
VeriSeti| YAKA |Coziimden| ABA [Coziimden
Sapma(%) Sapma(%)

C101 363,25 0 504,51 38,89

C102 362,17 0 599,78 65,61

& €103 | 37545 0 54887 | 46,19
E C104 389,79 0 514,99 32,12
; C105 363,25 0 505,97 39,29
§| C106 363,25 0 512,25 41,02
8 c107 363,25 0 552,51 52,10
c108 363,25 0 475,14 30,80

C109 363,25 0 452,96 24,70

R101 1103,08 0 1226,09 11,15

R102 931,02 0 1173,42 26,04

& R103 | 799,45 0 1057,69 | 32,30
E R104 656,36 0 843,63 28,53
2 R105 940,05 0 1074,46 14,30
§| R106 801,29 0 1046,7 30,63
E R107 764,14 0 910,58 19,16
R108 639,92 0 773,01 20,80

R109 806,58 0 909,62 12,78
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Tablo 27'den C10_50 problem verilerinin tamaminda YAKA yonteminin, ABA yOntemine gore
%24,70 ile %65,61 arasinda degisen oranlarda en iyi ¢6ziimii saglarken, R10_50 veri grubuna ait tiim
problemlerde ise YAKA yontemi ABA yontemine gore %11,15 ile %32,30 arasinda degisen oranlarda
daha iyi performans gostermistir. Son olarak uygunluk degerleri agisindan RC10_50 veri grubuna ait
sonuglar degerlendirilecek olursa en iyi sonu¢ YAKA yontemi ile elde edilmistir. ABA yontemi ise en iyi
sonucu saglayan YAKA yonteminden %2,98 ile %13,75 arasinda degisen oranlarda uzaklikta ¢oziimler
saglamistir. Sekil 27’da elde edilen uygunluk degerlerine iliskin grafik gosterilmektedir.

R110 738,84 0 902,39 22,14

R111 751,84 0 946,58 25,90

R112 667,15 0 783,84 17,49

RC101 983,22 0 1113,5 13,25

o RC102 902,07 0 1003,16 11,21

:'I'_J RC103 770,99 0 876,97 13,75
g RC104 | 626,52 0 645,19 2,98
< RC105 954,22 0 1038,69 8,85
‘c_’l RC106 | 81844 0 854,56 4,41
2 RC107 744,63 0 784,04 5,29
RC108 | 669,07 0 704,3 5,27
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Sekil 27: C10_50, R10_50 ve RC10_50 Veri Grubuna Ait Uygunluk Degerleri

Calismada ¢oziim kalitesinin degerlendirilmesinde ele alinan bir diger parametre ise kullanilan arag
sayist olmustur. Tablo 24’te yer alan deneylerden C10_25, R10_25 ve RC10_25 veri grublarina ait
problemler icin en iyi uygunluk degerlerini veren ara¢ sayilari alinmis ve gelistirilen YAKA ve ABA

yontemi icin karsilastirmaya tabi tutulmus ve Tablo 28’de belirtilmistir.
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Tablo 28: C10_25, R10_25 ve RC10_25 Veri Grubuna Ait Ara¢ Sayilarinin Karsilagtiriimasi

Veri En lyi En lyi
Seti NVyaka | G6ziimden | NV p, | Coziimden
Sapma(%) Sapma(%)

c101 3 0 3 0
c102 3 0 3 0
c103 3 0 3 0
c104 3 0 3 0
C105 3 0 3 0
C106 3 0 4 33,33
c107 3 0 3 0
c108 3 0 3 0
C109 3 0 3 0
R101 9 12,5 8 0
R102 7 0 7 0
R103 5 0 6 20
R104 4 0 5 25
R105 6 0 6 0
R106 5 0 5 0
R107 4 0 4 0
R108 4 0 4 0
R109 5 0 5 0
R110 5 0 5 0
R111 4 0 5 25
R112 4 0 4 0
RC101 4 0 4 0
RC102 3 0 3 0
RC103 3 0 3 0
RC104 4 0 4 0
RC105 4 0 5 25
RC106 3 0 3 0
RC107 3 0 3

RC108 3 0 3

Tabloda arag sayilar1 agisindan yapilan incelemede her iki yontemde de C106 disinda kalan biitiin
C10_25 deney setleri iizerinde aym sonuglar elde edilmistir. R101, R103, R104 ve R111 problemleri
disindaki tiim R10_25 problemlerinde YAKA ve ABA yontemi ile esit sayida arag¢ kullanilarak sonuglara
ulagilmistir. R101 probleminde ABA yonteminde YAKA yontemine gore %12,50 oranla daha iyi ¢oziim
saglanmirken; R103, R104 ve R111 veri grubunda ise YAKA yontemi ABA yontemine gore %20 ile %25
oranlarda daha iyi sonuglar elde etmistir. Son olarak RC10_25 grubuna ait problem verilerinde ise her iki
yontem ile RC105 verisi digindaki tiim verilerde esit sayida ara¢ kullanilarak sonuglara ulasilmistir.
RC105 verisinde en uygun ¢oziim YAKA yontemi ile 4 ara¢ kullanilarak elde edilirken; ABA yontemi ile
ise 5 aracla en uygun sonuca ulasimistir. Elde edilen ara¢ sayilarma iliskin grafik Sekil 28’de
gosterilmektedir.
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25 MUSTERILI VERI SETLERINDE YAKA VE ABA
YONTEMLERININ ARAC SAYILARININ
KARSILASTIRILMASI

10
% s
-]
= 6
: \
G4
2 —e—NV_YAKA
2
< —8—NV_ABA
0
e TN O =N TN O SD = AN=AN TN ®
=R IR I I I R I R I IR B BT = I I
QLLLLLLLLEEEEMEEMMdEEEXZOLDODODOOLOODO
[ == - A - =]
VERI SETLERI

Sekil 28: C10_25, R10_25 ve RC10_25 Grubuna Ait Ara¢ Sayilarinin Karsilastiriimasi

Tablo 25’ten 50 miisterili 29 test problemleri {izerinde her iki yontem kullanilarak yapilan 5 tekrarh
deneylerin sonucunda ortaya c¢ikan en iyi sonuglarin kag aragla elde edildigine iliskin bilgiler veri
grublarina gore Tablo 29'da ele alinmustir.

Tablo 29: C10_50, R10_50 ve RC10_50 Veri Grubuna Ait Ara¢ Sayilarinin Karsilastiriimasi

En lyi En lyi
Veri Seti | NVy ks | Coziimden | NV,p, |Coziimden
Sapma(%) Sapma(%)
C101 5 0,00 7 40,00
c102 5 0,00 7 40,00
e c103 5 0,00 6 20,00
E C104 5 0,00 6 20,00
= €105 5 0,00 7 40,00
§| C106 5 0,00 6 20,00
8 C107 5 0,00 7 40,00
c108 5 0,00 7 40,00
C109 5 0,00 6 20,00
R101 13 0,00 14 7,69
R102 12 0,00 13 8,33
R103 9 0,00 11 22,22
= R104 7 0,00 8 14,29
= R105 10 0,00 10 0,00
“ R106 9 0,00 10 11,11
E R107 9 0,00 9 0,00
o R108 6 0,00 7 16,67
& R109 8 0,00 9 12,50
R110 8 0,00 9 12,50
R111 8 0,00 8 0,00
R112 7 0,00 7 0,00
> g| RC101 10 0,00 11 10,00
8 e E|_RC102 9 0,00 9 0,00
& w| RC103 7 0,00 7 0,00
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RC104 6 0,00 6 0,00
RC105 10 0,00 10 0,00
RC106 7 0,00 8 14,29
RC107 7 0,00 7 0,00
RC108 6 0,00 6 0,00

C10_50 grubuna ait problemlerin tamaminda YAKA ile 5 ara¢ kullanilarak en iyi ¢oziim elde
edilirken; ABA yontemi ile veri grubuna gore kullanilan arag sayis1 6 ile 7 arasinda degiskenlik
gostermistir. Diger bir ifade ile YAKA yontemi ABA yontemine gore %20 ile %40 farkla daha iyi
performans sergilemistir. R105, R107, R111 ve R112 problemleri haricindeki tiim R10_50 veri grubundaki
problemlerde YAKA y&ntemi ABA yontemine gore kullanilan arag sayis1 bakimindan %7,69 ile %22,22
arasinda degisen oranlarda daha iyi performans sergiledigi Tablo 29’dan goriilmektedir. R105, R107,
R111 ve R112 problemlerinde ise her iki yontem ile aymi sayida ara¢ kullanilarak en iyi sonuglara
ulasilmistir. Bu problem verileri igin aym sayida ara¢ kullanilmas: ortaya ¢ikan uygunluk degerlerinin
her iki yontem icin ayni olacagi anlamina gelmemektedir. Uygunluk degerleri agisindan yapilan
kiyaslamada YAKA yonteminin ABA yonteminden daha iyi sonug¢ ortaya cikardigi Tablo 27'de
belirtilmisti. RC101 ve RC106'de YAKA yontemi ile daha az sayida ara¢ kullanilarak en iyi sonuca
ulasilmigstir. Her iki yontem ile ayni sayida arag kullanilarak en iyi ¢6ziimiin elde edildigi veri setlerinin
ise RC102 RC103, RC104, RC105, RC107 ve RC108 oldugu Tablo 29’dan anlagilmaktadir. Sekil 29'da bu
¢Ozlimlere ait grafik gosterilmektedir.

50 MUSTERILI VERI SETLERINDE YAKA VE ABA
YONTEMLERININ ARAC SAYILARININ
KARSILASTIRILMASI
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Sekil 29: C10_50, R10_50 ve RC10_50 Grubuna Ait Ara¢ Sayilarinin Karsilastiriimasi

Coziim kalitesinin degerlendirilmesinde kullanilan son parametre ise ¢oziim stiresidir. Tablo 24’te
yer alan deneylerden C10_25, R10_25 ve RC10_25 veri grublarina ait problemler i¢in en iyi uygunluk
degerlerini veren ¢oziim siireleri alinmis ve gelistirilen YAKA ve ABA yontemi i¢in karsilastirmaya tabi
tutulmus ve Tablo 30’da belirtilmistir. Coziim stireleri dakika olarak verilmistir.
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Tablo 30: C10_25, R10_25 ve RC10_25 Veri Grubuna Ait Uygunluk Degerlerinin Hesap Surelerinin Karsilastiriimasi

En lyi En lyi
Veri Seti Tyakacar) Coziimden T spacar) Coziimden
Sapma(%) Sapma(%)
c101 13,32 56,71 8,50 0,00
_ C102 6,03 17,54 5,13 0,00
& | co3 4,25 4,42 4,07 0,00
E C104 4,00 20,48 3,32 0,00
= c105 8,05 24,42 6,47 0,00
I">‘| C106 12,32 74,26 7,07 0,00
e c107 7,92 47,49 5,37 0,00
v c108 6,30 31,25 4,80 0,00
€109 5,10 0,39 5,08 0,00
R101 13,28 0,00 17,00 28,01
R102 6,60 0,00 7,30 10,61
R103 8,23 31,26 6,27 0,00
= R104 5,07 0,00 5,47 7,89
','—_" R105 8,13 0,00 15,03 84,87
v [ R106 6,48 0,00 9,87 52,31
& R107 6,27 0,00 7,83 24,88
:. R108 6,80 0,00 9,17 34,85
> R109 8,33 0,00 12,10 45,26
R110 6,70 0,00 8,30 23,88
R111 7,58 0,13 7,57 0,00
R112 8,42 0,00 9,02 7,13
RC101 2,80 0,00 19,27 588,21
E | RC102 6,65 0,00 6,73 1,20
E RC103 6,52 0,00 6,53 0,15
v [ Rcio4 6,58 0,00 7,26 10,33
& [ Rcios 4,97 0,00 7,46 50,10
o | RC106 6,73 0,30 6,71 0,00
E RC107 7,43 1,50 7,32 0,00
RC108 7,04 0,00 7,56 7,39

Tablo 30 incelendiginde, ABA yontemi hesap stiresi bakimindan YAKA yontemine gore C10_25 veri
grubunda %0,39 ile %74,26 arasinda degisen oranlarda tasarruf saglarken; R103 ve R111 problemleri
hari¢ R10_25 veri grubundaki diger problemlerde YAKA yontemi ABA yontemine gore %7,13 ile %84,87
arasinda degisen oranlarda tasarruf saglamistir. RC10_25 veri grubuna ait RC106 ve RC107
problemlerinde ABA yontemi YAKA yontemine gore sirasiyla %0,30 ile %1,50 oraninda ¢oziim stiresi
bakimindan daha iyi sonug saglamisken; RC10_25 grubuna ait diger problemlerde YAKA y&ntemi %0,15
ile %588,21 arasinda daha iyi sonuglar vermistir. Genel olarak her iki yontemi ¢6ziim siireleri agisindan
degerlendirecek olursak 29 test probleminin 13'iinde ABA, YAKA’ya gore daha kisa siirede en iyi sonucu
verirken; geriye kalan 16 problem verisinde YAKA daha iyi performans gostermistir. Tablo 30’da yer
alan degerlere iliskin grafik Sekil 30’da gosterilmektedir.
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25 Miisterili Veri Setlerinde Co6ziim Siirelerinin Karsilagtirilmasi
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Sekil 30: 25 Musterili Veri Setleri icin Hesap Siirelerin Karsilastiriimasi

50 miisterili veri setleri {izerinde yapilan 5 tekrarli deney sonucunda YAKA ve ABA yontemi ile
minimum ve maksimum uygunluk degerlerinin ne kadar siirede elde edildigine iliskin bilgiler Tablo
25’'te verilmisti. Bu tablodan her iki yontem ile elde edilen minimum uygunluk degerlerinin hesap
stireleri karsilagtirmaya tabi tutulmus ve Tablo 31’de gosterilmistir.

Tablo 31: C10_50, R10_50 ve RC10_50 Veri Grubuna Ait Uygunluk Degerlerinin Hesap Surelerinin Karsilastirilmasi

En lyi En lyi
Veri Seti Tyakacan Coziimden T apacar) Coziimden
Sapma(%) Sapma(%)

c101 34,72 116,32 16,05 0,00
_ C102 18,20 50,41 12,10 0,00
& c103 33,03 341,58 7,48 0,00
E c104 26,95 334,68 6,20 0,00
= c105 30,67 79,04 17,13 0,00
s C106 37,57 126,74 16,57 0,00
2' c107 29,53 98,86 14,85 0,00
v c108 18,91 49,13 12,68 0,00
C109 52,85 350,55 11,73 0,00
R101 31,62 0,00 33,53 6,04
R102 118,08 567,12 17,70 0,00
R103 40,33 200,30 13,43 0,00
T R104 40,42 253,63 11,43 0,00
",—"_J R105 29,93 38,76 21,57 0,00
§ R106 55,23 234,32 16,52 0,00
§ R107 54,85 318,06 13,12 0,00
o R108 34,77 136,85 14,68 0,00
b= R109 80,63 352,47 17,82 0,00
R110 25,75 21,18 21,25 0,00
R111 17,12 1,90 16,80 0,00

R112 18,18 0,00 28,92 59,08

< | RC101 15,55 0,00 21,47 38,07
§I ﬁ RC102 22,10 20,57 18,33 0,00
8 E RC103 44,08 66,03 26,55 0,00

©=| RC104 4,83 0,00 29,90 519,05
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RC105 64,03 163,17 24,33 0,00
RC106 191,98 593,57 27,68 0,00
RC107 40,73 38,21 29,47 0,00
RC108 6,57 0,00 28,40 332,27

50 miisterili 29 test verisinin 25'inde ABA y6nteminin hesap siiresi bakimindan %1,90 ile %593,57
arasinda degisen oranlarda tasarruf sagladig1 Tablo 31’den goriilmektedir. R101, R112, RC104 ve RC108
problemlerinde ise YAKA yo6ntemi daha iyi sonuglar vermistir. Tablo 31’de belirtilen hesap siireline
iliskin grafik Sekil 31’de gosterilmektedir. Miisteri sayisindaki artis ile ABA yonteminin ¢6ziim stiresi
agisindan YAKA yontemine oranla daha iyi performans gosterdigi ortaya ¢ikmustir.

50 MUSTERILi VERI SETLERINDE COZUM SURELERININ
KARSILASTIRILMASI
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SONUC VE DEGERLENDIRME

Zaman pencereli ara¢ rotalama problemine ¢6ziim bulmak igin kesin, sezgisel ve meta-sezgisel
yontemler kullanilmaktadir. Fakat bu tarz problemlerde biiyiik veri setlerinin kesin yontemlerle
¢oziilmesinin ¢ok uzun zaman almasi ¢ogu arastirmacilari sezgisel ve meta-sezgisel yontemlere
yoneltmistir. Bu yontemleri kullanarak ¢6ziim arayan ¢ok sayida arastirmaci literatiire katki saglamistir.
Fakat incelemis oldugumuz mevcut literatiirde, probleme yapay ar1 kolonisi algoritmasi ve ates bocegi
algoritmasi ile katki saglayan calismalar yok denecek kadar azdir. Bu ¢alismada, zaman pencereli arag
rotalama problemine yapay ar1 kolonisi algoritmas1 ve ates bocegi algoritmasi ile es zamanl olarak
¢Ozlim aranmistir. Probleme iliskin genis kapsamli bir literatiir taramas: yapildiktan sonra ¢oziim igin
kullanilacak olan yontemler ayrintili bir sekilde ele alinmustir.

Dogadaki bal arilarinin yiyecek arama davranislarindan esinlenerek olusturulan yapay ar1 kolonisi
algoritmasina ve ates boceklerinin yanip sonen ozelliklerinin ideal davramislarina dayanan ates bocegi
algoritmasina ayrintili bir sekilde yer verilmistir. Siirii zekasinin 6zellikleri, kendi kendine organize olan
arilarin dogadaki davranislarina, yiyecek kaynaklarina, isgi ve issiz ar1 olarak gruplandirilmasina, isci
arilarin bulmus olduklar yiyecek kaynagimnin niteligi ile ilgili bilgileri sergilemis olduklar1 danslar ile
kovanda bekleyen diger arilar1 bilgilendirmesine, temel yapay ar1 kolonisi algoritmasinin evrelerine ve
parametrelerine, problem igin gelistirilen yapay ar1 kolonisi algoritmasina, algoritmanin genel olarak
isleyisinin kiiciik boyutlu bir 6rnek tizerinde gosterilmesine deginilmistir.

Ates boceklerinin biyolojik temellerine, geceleri yanip sonen 1siklari sayesinde partnerlerini
cekmeleri veya olasi tehditlere karsi 6nlem aldiklarina, temel ates bocegi algoritmasina, ayrik ates bocegi
algoritmasina, zaman pencereli ara¢ rotalama problemi igin gelistirilen ates bocegi algoritmasmna
deginilmis ve gelistirilen algoritmanin isleyisi kiiciik boyutlu bir 6rnek iizerinde gosterilmisgtir. Iki ates
bocegi arasindaki uzakligin hesaplanmasi iki ayri formiille ele alinmistir. Temel ates bocegi
algoritmasinda bu uzaklik Oklid uzaklig: ile ele almirken ayrik ates bocegi algoritmasinda ise
Hammington uzaklig: ile hesaplanmistir.

ZPARP icin gelistirilen YAKA ve ABA yontemleri arag rotalama problemlerinde siklikla kullanilan
en yakin komsu sezgiseli ile biitlinlesik bir bicimde kullamilmistir. En yakin komsu sezgiseli ile
olusturulan rota ¢oziimlerinin kalitesini arttirabilmek adina ekleme, yer degistirme, alt diziyi rastgele
ekleme ve 2 — opt* operatorleri algoritmalara entegre edilmistir.

Yontemlere ait yazilimin C# programlama dilinde hazirlanmasinin ardindan, Yapay Ar1 Kolonisi
Algoritmas1 ve Ates bocegi Algoritmasi i¢in en uygun parametre seti istatistiksel analizler ile tespit
edilmistir. Onerilen YAKA yénteminde problemin ¢oziimii i¢in 7 parametre ve her bir parametre 2 seviye
olarak dikkate alinmis ve bu degerler bazinda TAGUCHI deney tasarim yontemi uygulanmuistir.
TAGUCHI L16 ortogonal dizisi kullanilarak 16 deney yapilmis ve elde edilen sonug verileri istatistiksel
yontemlerle analiz edilerek en uygun parametre seti belirlenmistir.
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Ates bocegi algoritmasinda ise 1'i 2 seviye 5i 3 seviye olmak iizere toplamda 6 parametre dikkate
alimustir. TAGUCHI L18(2"13"5) ortogonal dizisi ile18 deney yapilmus ve yapilan istatistiksel testler ile
en uygun parametre belirlenmistir.

En uygun parametre setinin tespitinin yapilmasinin ardindan gelistirilen yontemlerin etkinligi
Solomon’un 25 ve 50 miisterili C10_25, R10_25, RC10_25, C10_50, R10_50 ve RC10_50 veri grubuna ait
29 test problemi kullanilarak test edilmis ve elde edilen sonuglar bilinen en iyi sonuglarin yaninda Bard
vd., (2002), Ai e Kachitvichyanukul (2009), Gong vd., (2011), Yodwangjai ve Malampong (2022)'un
sonuglari ile karsilastirilmistir. 25 miisterili veri setleri tizerinde Onerilen YAKA yontemi ile bilinen en
iyi ¢oziime % 0,20 ile % 19,64 arasinda degisen oranlarda yakin ¢oziimler saglanirken; ayni yontem ile 50
miisterili 29 test problemleri {izerinde bilinen en iyi ¢oziimden uzaklik % 0,21 ile % 15,86 arasinda
degiskenlik gostermistir. YAKA yontemi diger dort yontem ile kiyaslandiginda, C103 hari¢ C10_25
grubuna ait tiim problemlerde ayn1 sonuglar elde edilirken; R101, R106, RC102, RC103, RC104 ve RC106
problemleri digindaki 25 miisterili test problemlerinin 14'tinde karsilastirilan yontemlerden daha iyi
performans saglanmistir. ABA yontemi ile ise 25 miisterili veri setleri tizerinde % 0,20 ile % 29,59 arasinda
degisen oranlarda ¢oziimler bulunmustur. C101, R101 ve RC102 haricindeki tiim veri setleri iizerinde
ortaya ¢ikan sonuglar bilinen en iyi ¢oziim ve karsilastirilan diger yontemlerden daha yiiksek ¢ikmustir.
C101 ile R101 problemlerinin ABA yontemi ile ¢oziimiinden ortaya ¢ikan uygunluk degerleri ise
karsilagtirilan diger yontemler ile ayni sonucu vermistir. Yodgwangjai ve Malampong (2022)'in
sonucundan daha iyi sonucu RC102’de elde etmistir. % 15,61 ile % 65,96 arasinda degisen oranlarda
bilinen en iyi ¢ozlimden uzaktaki sonuglar 50 miisterili test problemleri {izerinde ABA yodnteminin
kullanilmasiyla gerceklesmistir.

Solomon’un test problemleri ile yontemlerin etkinliginin belirlenmesinin ardindan ileri siiriilen bu
iki algoritma birbiri ile uygunluk degerleri, kullanilan arag¢ sayilar1 ve hesap siireleri bakimindan
karsilagtirilmistir. YAKA y6nteminin ABA yontemine gore uygunluk degerleri ve arag sayis1 bakimmdan
daha iyi ¢oziimler sagladig1 belirlenmistir. Ozellikle miisteri sayisindaki artis, her iki yontem ile elde
edilen en iyi uygunluk degerleri arasindaki farkin daha da net bir sekilde goriilmesini saglamistir.
Kullanilan arag sayilar1 bakimindan degerlendirme neticesinde 25 miisterili test problemlerinin 23’iinde
esit sayida arag kullanilarak uygunluk degerlerine ulagilirken; diger geriye kalan 5 problem verisinde
YAKA ile ABA yontemine gore daha az sayida arag ile en uygun ¢oziim elde edilmistir. Arag sayilar
bakimindan degerlendirmede ele alinan 50 miisterili problem setlerinin 19'unda daha iyi ¢oztimler
YAKA ile bulunmus geriye kalan 10 problem verisinde en iyi ¢dztimler ise her iki yontemde de esit sayida
arag kullanilarak ortaya ¢gikmistir. Coziim siireleri agisindan yapilan karsilagtirmada 25 miisterili 29 test
verisinin 16’sinda YAKA yontemi ile daha kisa stirede sonuglara ulasilirken; 50 miisterili 29 test verisinin
25'inde ABA yo6ntemi ile zamandan tasarruf saglanarak minimum uygunluk degerleri elde edilmistir.

25 miisterili veri setleri iizerinde yapilan deneylerde uygunluk degerleri bakimindan 29 test
probleminin 23’iinde YAKA yontemi ABA yontemine gore % 0,51 ile % 34,83 arasinda degisen oranlarda
daha iyi ¢oztimler saglamistir. Deneye tabi tutulan 50 miisterili veri setlerinin 29’unun tamaminda ise %
2,98 ile % 65,61 arasinda degisen oranlarda ABA yontemine gore en iyi ¢oziim YAKA ile elde edilmistir.
Arac sayisi ile ilgili olarak yapilan karsilastirmalarda ise 25 miisterili veri setlerinden 5 problem verisi
(C106, R103, R104, R111 ve RC105) iizerinde YAKA yontemi ABA yOntemine gore % 20 ile % 33,33
arasinda degisen oranlarda en az rota ile en iyi ¢6ziimii vermistir. Bu oran 50 miisterili veri setlerinde ele
alinan 29 problemin 19'unda % 7,69 ile % 40 arasinda degiskenlik gostermis ve ABA’ya oranla az sayida
arag kullanilarak olusturulan ¢oziimler YAKA ile elde edilmistir. Hesap stiresi ile ilgili olarak yapilan
incelemede ise 25 miisterili veri setlerine ait 13 problem verisinde ABA yontemi ile %0,13 ile %74,26
arasinda degisen oranlarda daha iyi sonuglar elde edilmistir. Geri kalan diger 16 problem verisinde ise
YAKA yonteminin daha iyi ¢oziimii %0,15 ile %588,21 arasinda degisen oranlarda zamandan tasarruf
saglayarak elde ettigi gortilmektedir. Miisteri sayisinda ki artis ABA yontemini ¢oziim stireleri agisindan
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olumlu etkilemistir. 50 miisterili 26 test probleminde hesap siireleri agisindan ABA yontemi %1,90 ile
%593,57 arasinda degisen oranlarda iyi sonugclar elde etmistir.

Baz1 problemlerin sonucunda yiiksek oranda sapmalar ve varyasyon oldugu agiktir. Ozellikle
problem boyutu artttkca ABA yontemi ile uygunluk degerleri ve arag sayilar1 agisindan bu sapmalar
daha da ortaya ¢tkmustir. S6z konusu bu sapmalar ve varyasyonlar problemin tiiriinden ve gelistirilen
ABA yo6nteminden kaynaklanabileceginden onerilen yontemin performansin ilerletmek i¢in bu alanda
daha fazla arastirma yapilmasi gerekmektedir. YAKA ile bazi problemlerde sonuglardan sapmalar olsa
da ABA’ya oranla uygunluk degerleri ve ara¢ sayis1 bakimindan oldukga iyi sonuglar elde edildigi
agiktir. Miisteri sayisindaki artis ile birlikte YAKA yonteminin ABA yontemine olan tistiinliigii uygunluk
degerleri ve arag sayis1 bakimindan agikga goriilebilmektedir. Miisteri sayisinin artmasi sadece ortaya
¢ikan uygunluk degerlerini ve arag sayilarini etkilememis ayni1 zamanda hesap stirelerini de etkilemistir.
58 problem verisinde genel olarak hesap siiresi agisindan yapilan kiyaslama da ABA yontemi, YAKA
yontemine gore daha iyi performans gostermistir. Fakat deney sonuglari, ZPARP i¢in yapilan ¢alismalar
ile karsilastirildiginda, YAKA yaklasiminin yiiksek kaliteli ¢oziimler bulabildigini gostermistir.

Gelecekteki ¢alismalara gelince, 6nerilen YAKA ve FA'y1 coklu depo, heterojen filo ve bulanik zaman
kisitlamalar1 gibi diger cesitli ARP ile test etmek ilging olabilir. Bununla birlikte, bazi problem
durumlarmin sonucunda ortaya ¢ikan yiiksek sapma ve varyasyon ile basa ¢tkmak i¢cin ABA yonteminin
performansini iyilestirme yoniinde daha fazla arastirma yapilmasi onerilmektedir. YAKA y6nteminin
¢Oziim siiresi agisindan daha iyi performans gostermesi icin degisken komsuluk arama sezgiseli, yarasa
algoritmasi, guguk kusu arama algoritmasi, yusuf¢uk algoritmasi gibi yontemlerle entegre edilerek
kullanilmasi sonraki yapilacak galismalar icin tavsiye edilmektedir. Diger taraftan ileri siiriilen YAKA
yonteminin diger ARP varyantlarina veya problem tipine uygulanmas: da umut vericidir. Yeni etkili
yontemler ve bunlar arasinda yeni igbirligi semalar1 gelistirmek, gelecekte farkli hesaplama agisindan zor
problemleri ¢6zmek igin giiglii bir ara¢ saglayacaktir.
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